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LIMIT THEOREMS FOR BESSEL AND DUNKL PROCESSES OF

LARGE DIMENSIONS AND FREE CONVOLUTIONS

MICHAEL VOIT, JEANNETTE H.C. WOERNER

Abstract. We study Bessel and Dunkl processes (Xt,k)t≥0 on RN with pos-
sibly multivariate coupling constants k ≥ 0. These processes describe inter-

acting particle systems of Calogero-Moser-Sutherland type with N particles.

For the root systems AN−1 and BN these Bessel processes are related with
β-Hermite and β-Laguerre ensembles. Moreover, for the frozen case k = ∞,

these processes degenerate to deterministic or pure jump processes.

We use the generators for Bessel and Dunkl processes of types A and B and
derive analogues of Wigner’s semicircle and Marchenko-Pastur limit laws for

N → ∞ for the empirical distributions of the particles with arbitrary initial

empirical distributions by using free convolutions. In particular, for Dunkl
processes of type B new non-symmetric semicircle-type limit distributions on

R appear. Our results imply that the form of the limiting measures is already

completely determined by the frozen processes. Moreover, in the frozen cases,
our approach leads to a new simple proof of the semicircle and Marchenko-

Pastur limit laws for the empirical measures of the zeroes of Hermite and
Laguerre polynomials respectively.

1. Introduction

Calogero-Moser-Sutherland particle systems on R or [0,∞[ with N particles can
be described as multivariate Bessel processes on closed Weyl chambers in RN .
These Bessel processes are time-homogeneous diffusions with well-known transition
probabilities and generators of the transition semigroups; moreover they are solu-
tion of the associated stochastic differential equations (SDEs); see [CGY, GY, R1,
R2, RV1, RV2, DV, An] for the background. These multivariate Bessel processes
(Xt,k)t≥0 depend on their starting configurations for t = 0, root systems, and a
possibly multidimensional multiplicity parameter k which describes the strength of
interaction of the particles to each other and to the boundary.

Furthermore, based on the theory of Dunkl operators, these Bessel processes
on Weyl chambers in RN can be extended in a canonical way to Feller processes
(Xt,k)t≥0 on RN by adding random reflections which are associated with the under-
lying root systems and multiplicity parameters k; see [CGY, GY, R1, RV1, RV2]
for the background. These diffusion-reflection processes are called Dunkl processes;
for the background in analysis and mathematical physics see [R2, An, DV] and
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2 MICHAEL VOIT, JEANNETTE H.C. WOERNER

references there. For these Bessel and Dunkl processes (Xt,k = (X1
t,k, . . . , X

N
t,k))t≥0

we derive limit theorems for the empirical distributions

1

N
(δX1

t,k/
√
N + . . .+ δXNt,k/

√
N ) (1.1)

of the N particles as N → ∞ for t > 0 under the condition that these empirical
distributions converge for t = 0 and N → ∞ weakly to some given probability
measure µ ∈M1(R) which satisfies some moment condition. We prove that then the
measures in (1.1) converge a.s. weakly to probability measures µt ∈ M1(R) which
can be described in terms of µ and free additive convolutions �. The appearance
of free probability is not surprising, as for some root systems and multiplicities k,
our Bessel processes describe the evolutions of spectra of classical random matrix
models like the β-Hermite and β-Laguerre ensembles of Dumitriu and Edelman
[DE1, DE2]. Thus our results are closely related to Wigner’s semicircle laws and
Marchenko-Pastur limit laws in different random matrix settings; see e.g. [AGZ,
D, HT, Me, NS, OP, RS]. We mention that in particular the dynamic approach
in Section 4.3 of [AGZ] is closely related to our paper. However, our approach via
moments is simpler than that in [AGZ] in view of the technical tools on stochastic
processes. Moreover, in [AGZ] only processes of type A are considered.

It is clear that for our limit theorems we need some control on the parameters k
and the types of root systems which must exist for all dimensions N . This and the
need of nontrivial interactions of the particles are the reason that we will restrict
our attention to the root systems of types AN−1 and BN on RN . Moreover, as the
processes for the root systems DN differ from those for BN only in the behavior of
one extremal particle (with a suitable relation between the multiplicities; see e.g.
[AV1, V]), our results on the empirical distributions of N particles for N →∞ for
the root systems DN may be easily regarded as a special case of some BN -case.

We next briefly summarize some details of the main results of this paper.
For the root systems AN−1, we fix a multiplicity k ∈]0,∞[. The associated Bessel

processes (Xt,k)t≥0 then live on the closed Weyl chambers

CAN := {x ∈ RN : x1 ≥ x2 ≥ . . . ≥ xN},

and the generators of the transition semigroups are

Lkf :=
1

2
∆f + k

N∑
i=1

(∑
j 6=i

1

xi − xj

) ∂

∂xi
f, (1.2)

where we assume reflecting boundaries, i.e., the domain of Lk is

D(Lk) := {f |CAN : f ∈ C(2)(RN ), f invariant under all coordinate permutations}.

It will be convenient, also to consider the renormalized processes (X̃t,k :=
Xt,k√
k

)t≥0,

which satisfy the SDEs

dX̃i
t,k =

1√
k
dBit +

∑
j 6=i

1

X̃i
t,k − X̃

j
t,k

dt (i = 1, . . . , N) (1.3)

with N -dimensional Brownian motions (B1
t , . . . , B

N
t )t≥0. We mention that these

SDEs admit unique strong solutions by [GrM] even if these SDEs do not satisfy
the standard assumptions for general SDEs as e.g. in the monograph [P] due to the
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singularities on the boundary. For k =∞ these SDEs degenerate to the ODEs

d

dt
X̃i
t,∞ =

∑
j 6=i

1

X̃i
t,∞ − X̃

j
t,∞

(i = 1, . . . , N). (1.4)

For the root systems BN , we have k = (k1, k2) ∈]0,∞[2, the Bessel processes live
on

CBN := {x ∈ RN : x1 ≥ x2 ≥ . . . ≥ xN ≥ 0},
and the generators are

Lkf :=
1

2
∆f + k2

N∑
i=1

∑
j 6=i

( 1

xi − xj
+

1

xi + xj

) ∂

∂xi
f + k1

N∑
i=1

1

xi

∂

∂xi
f, (1.5)

where we again assume reflecting boundaries. We now write the multiplicities as
k = (k1, k2) = (ν · β, β) with ν ≥ 0, β > 0. Moreover, we study the renormalized

Bessel processes (X̃t,k := Xt,k/
√
β)t≥0 which then satisfy the SDEs

dX̃i
t,k =

1√
β
dBit +

(∑
j 6=i

X̃i
t,k

(X̃i
t,k)2 − (X̃j

t,k)2
+

ν

X̃i
t,k

)
dt (i = 1, . . . , N) (1.6)

with (B1
t , . . . , B

N
t )t≥0 as above. For β =∞ these SDEs degenerate to the ODEs

d

dt
X̃i
t,∞ =

∑
j 6=i

X̃i
t,∞

(X̃i
t,∞)2 − (X̃j

t,∞)2
+

ν

X̃i
t,∞

(i = 1, . . . , N). (1.7)

We point out that the limit transitions k, β → ∞ above for the root systems
of type A and B lead to interesting limit theorems which admit interpretations for
β-random matrix ensembles; see [DE2, AHV, AKM1, AKM2, AV1, AV2, GK, GM,
V, VW1].

We next recapitulate from [R1, R2, RV1, RV2] that for the root systems AN−1
and BN , the transition probabilities of the Bessel processes (Xt,k)t≥0 have the form

Kt(x,A) = ck

∫
A

1

tγk+N/2
e−(‖x‖

2+‖y‖2)/(2t)Jk(
x√
t
,
y√
t
) · wk(y) dy (1.8)

for t > 0, x ∈ CN , and A ⊂ CN a Borel set (with CN = CAN , C
B
N respectively), with

the weight functions

wAk (x) :=
∏
i<j

(xi − xj)2k, wBk (x) :=
∏
i<j

(x2i − x2j )2k2 ·
N∏
i=1

x2k1i , (1.9)

and with the constants γAk (k) := kN(N−1)/2 and γBk (k1, k2) := k2N(N−1)+k1N
respectively. In both cases, wk is homogeneous of degree 2γk, ck > 0 is a known
normalization. Jk is a multivariate Bessel function of type AN−1 or BN with
multiplicities k or (k1, k2) which is analytic on CN × CN with Jk(x, y) > 0 for
x, y ∈ RN . Moreover, Jk(x, y) = Jk(y, x) and Jk(0, y) = 1 for x, y ∈ CN ; see e.g.
[R1, R2]. In particular, if X0,k = 0, then Xt,k has the Lebesgue density

ck
tγ+N/2

e−‖y‖
2/(2t) · wk(y) (1.10)

on CN for t > 0. Hence, for the root systems AN−1 and BN , the processes (Xt,k)t≥0
are related to β-Hermite and β-Laguerre ensembles in [DE1].

We now turn to the main results of this paper.
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The following result in the A-case for k =∞ is a special case of the main result
of Section 2. It uses the classical free additive convolution � and the semicircle
distributions µsc,R with supports [−R,R] for R ≥ 0 as discussed e.g. in [AGZ, NS].

Theorem 1.1. Let µ ∈M1(R) be a probability measure with compact support, and
let (xN,n)N≥1,1≤n≤N ⊂ R a sequence with xN,n−1 ≥ xN,n for 2 ≤ n ≤ N such that
the normalized empirical measures

µN,0 :=
1

N
(δxN,1/

√
N + . . . δxN,N/

√
N ) (1.11)

tend weakly to µ for N → ∞. If we take the solutions (φN,1(t), . . . , φN,N (t)) of
(1.4) with φN,n(0) = xN,n and the associated normalized empirical measures

µN,t :=
1

N
(δφN,1(t)/

√
N + . . .+ δφN,N (t)/

√
N ) (t ≥ 0)

for N ∈ N, then for each t ∈ [0,∞[, the µN,t tend weakly to µsc,2
√
t � µ.

The proof of this result will be based on recursive formulas for the moments of
the measures µN,t which follow from (1.4). By using the Stieltjes and R-transforms
of the measures µN,t and their limits, we shall see that the limits of the µN,t are
equal to µsc,2

√
t � µ. We mention that this ODE-approach includes a classical

limit result on the empirical distributions of the zeroes of the classical Hermite
polynomials HN for N → ∞; see Corollary 2.7 below. For other proofs of this
result see e.g. [D, G, KM1].

In Section 3 we use standard techniques from probability like the Burkholder-
Davis-Gundy inequality and the lemma of Borel-Cantelli to extend the results for
k =∞ to a.s. results for Bessel processes of type A for finite multiplicities k:

Theorem 1.2. Let µ ∈ M1(R) be a probability measure with compact support,
and let (xN,n)N≥1,1≤n≤N ⊂ R with xN,n−1 ≥ xN,n for 2 ≤ n ≤ N such that the
measures in (1.11) tend weakly to µ for N →∞.

For k ≥ 1/2 and N ∈ N, consider the renormalized Bessel processes (X̃t,k)t≥0
with start in (xN,1, . . . , xN,n) ∈ CAN . Then, for t ≥ 0, the empirical measures

µ̃N,t :=
1

N
(δX̃1

t,k/
√
N + . . .+ δX̃Nt,k/

√
N ). (1.12)

tend weakly to µsc,2
√
t � µ a.s. for N →∞.

We now turn to the main results for the case B in the Sections 4 and 5. The
first result is analogous to Theorem 1.1:

Theorem 1.3. Let µ ∈M1([0,∞[) be a probability measure with compact support.
Let (xN,n)N≥1,1≤n≤N ⊂ [0,∞[ with (xN,1, . . . , xN,N ) ∈ CBN such that the measures

µN,0 :=
1

N
(δxN,1/

√
2N + . . . δxN,N/

√
2N ) (1.13)

tend weakly to µ for N → ∞. Consider the solutions φN of (1.7) with start in
(xN,1, · · · , xN,N ). If

lim
N→∞

ν(N)/N =: ν0 ≥ 0,

then for each t ∈ [0,∞[, the empirical measures

µN,t :=
1

N
(δφN,1(t)

√
2N

+ . . .+ δφN,N (t)
√

2N

) (t ≥ 0),
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tend weakly to
√
µMP,ν0,t � (µsc,2

√
t � µeven)2 where the symbols

√
. and .2 mean

push forwards of probability measures under these mappings, µeven is the even part
of µ, and the measures µMP,ν0,t are Marchenko-Pastur distributions with parame-
ters ν0, t.

Again, this ODE-approach leads to a classical limit result on the empirical dis-

tributions of the zeroes of the classical Laguerre polynomials L
(α)
N for N → ∞ in

Section 4; see also [G, KM2] and references there for other proofs of these facts.
Moreover, this result admits the following extension:

Theorem 1.4. Let µ ∈ M1([0,∞[) be a probability measure with compact sup-
port. Let (xN,n)N≥1,1≤n≤N ⊂ [0,∞[ with (xN,1, . . . , xN,N ) ∈ CBN such that the
measures in (1.13) tend weakly to µ. Consider the normalized Bessel processes

(X̃t,k)t≥0 of type B with start in (xN,1, . . . , xN,N ) ∈ CBN . Then, for each t ≥ 0, and
limN→∞ ν(N)/N =: ν0 ≥ 0, the measures

µN,t :=
1

N
(δ X̃1

t,k√
2N

+ . . .+ δ X̃N
t,k√
2N

)

tend a.s. weakly to
√
µMP,ν0,t � (µsc,2

√
t � µeven)2.

The description of the limits in Theorems 1.3 and 1.4 seems to be new; a partial
result on the PDEs of the Stieltjes transforms of the limits can be found in [CG].

Finally, in Sections 6-8 we turn to Dunkl processes. For the root systems AN−1,
the Dunkl processes differ from the corresponding Bessel processes only by addi-
tional permutations of particles. As these permutation have no influence to the
limit theorems 1.1 and 1.2, the transition from Bessel to Dunkl processes leads to
the same results; we thus do not study this case.

However, for root systems of type B, the transition from Bessel to Dunkl pro-
cesses leads to additional random sign-changes of all particles even in the freezing
case β = ∞ and thus to new effects. To explain the main results, we first reca-
pitulate some notations. We fix some multiplicity k = (k1, k2) ∈ [0,∞[2 for the
root system BN and write these constants as (k1, k2) = (β, νβ) with β > 0 and
ν ≥ 0 as above. By [RV1, RV2, CGY], the associated renormalized Dunkl processes

(X̃t,ν,β)t≥0 on RN are then defined as Feller processes on RN with the generators

L̃k0,βu(x) :=
1

2β
∆u(x) + Lνu(x) (1.14)

for u ∈ C2
c (RN ) where

Lνu(x) :=

N∑
i=1

(∑
j: j 6=i

2xi
x2i − x2j

+
ν

xi

)
uxi(x) +

ν

2

N∑
i=1

u(σix)− u(x)

x2i

+
1

2

∑
i,j: j 6=i

(u(σi,jx)− u(x)

(xi − xj)2
+
u(σ−i,jx)− u(x)

(xi + xj)2

)
(1.15)

is, by definition, the generator of the frozen process with β =∞. σi, σi,j , σ
−
i,j (i 6= j)

denote reflections on RN where σi changes the sign of the i-th coordinate, σi,j
exchanges the coordinates i, j, and σ−i,j exchanges the coordinates i, j and changes
the signs of these coordinates in addition.
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If the starting measure µ ∈M1(R) of a sequence of such renormalized Dunkl pro-
cesses is symmetric, then we may choose the starting sequences (xN,n)N≥1,1≤n≤N ⊂
R as e.g. in Theorem 1.3 in a symmetric way, and symmetry arguments lead to sym-
metric extensions of the Marchenko-Pastur limit theorems 1.3 and 1.4.

However, for non-symmetric starting configurations, completely new limit dis-
tributions appear. We study the analytic part of this problem in Section 7 for the
frozen case where we describe the even parts of the limit measures via Theorem 1.3
and 1.4. while the odd parts are described via their Stieltjes transforms. For this
we shall first derive linear PDEs for the Stieltjes transforms of the odd parts, and
then we shall deduce these Stieltjes transforms in an explicit way. Unfortunately,
we are not able to describe the associated probability measures via free convolutions
in general. However, for the case limN→∞ ν(N)/N = ν0 = 0 and a quarter circle
distribution on [0, 2] as starting measure, we are able to compute the associated
measures for all times t ≥ 0 in an explicit way; see Example 7.6. After this analytic
part in Section 7 on the frozen case, we extend Theorem 1.4 to renormalized Dunkl
processes (X̃t,ν,β)t≥0 in Section 8.

2. A sequence of ODEs and the semicircle law

In this section we study a sequence of ODEs with N ≥ 2 equations which are
closely related to the zeroes of the Hermite polynomials HN . We show that the
empirical distributions of the N -dimensional solutions of these ODEs for N → ∞
are related to the semicircle law. We identify the limits as free additive convolution
of the semicircle law with the law associated to the starting value. As a special
case this leads to the well-known semicircle law for the empirical distributions of
the zeroes of HN . Let us start with the ODEs:

The ODE 2.1. Let N ≥ 2. On the interior of the closed Weyl chamber

CAN := {x ∈ RN : x1 ≥ x2 ≥ . . . ≥ xN} ⊂ RN

of type A, consider the RN -valued function

H(x) :=
(∑
j 6=1

1

x1 − xj
, . . . ,

∑
j 6=N

1

xN − xj

)
.

It is shown in [VW2] that for each initial condition x0 ∈ CAN , the ODE

dx

dt
(t) = H(x(t)), x(0) = x0 (2.1)

has a unique solution for all t ≥ 0 in the sense that [0,∞[→ CAN , t 7→ x(t) is
continuous such that x(t) is in the interior of CAN and solves the ODE in (2.1) for
t > 0. For the ODE (2.1) we also refer to [AV1, VW1]. We denote solutions of the
ODE (2.1) by φN := (φN,1, . . . , φN,N ) where we suppress the dependence on x0.

For x0 = 0 ∈ CAN , the solution of (2.1) can be expressed via the zeroes of the
Hermite polynomial HN where, as usual, the (HN )N≥0 are orthogonal w.r.t. the

density e−x
2

on R as e.g. in [Sz]. For this we need the following fact due to Stieltjes;
see Section 6.7 of [Sz] or [AKM1]:

Lemma 2.2. Let z ∈ CAN . Then z := (z1, . . . , zN ) consists of the ordered zeroes of
HN if and only if

zi =
∑
j:j 6=i

1

zi − zj
for i = 1, . . . , N.
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Lemma 2.2 immediately implies the following result; see [AV1]:

Corollary 2.3. Let z ∈ CAN as above and c ≥ 0. Then φN (t) =
√

2t+ c2 · z is a
solution of (2.1).

We now turn to the empirical measures of solutions of (2.1). We choose starting
sequences (xN,k)1≤k≤N ⊂ R with (xN,1, . . . , xN,N ) ∈ CAN such that for each N the
ODE (2.1) has a solution with start in (xN,1, . . . , xN,N ). For t ≥ 0 consider the
associated solutions φN (t) and normalized empirical measures

µN,t :=
1

N
(δφN,1(t)/

√
N + . . .+ δφN,N (t)/

√
N ) ∈M1(R). (2.2)

The aim of this section is to characterize the limiting empirical measures µt
of µN,t for N → ∞ and t ≥ 0 under the condition that the µN,0 converge to
some probability measure µ. For this we first derive a recurrence equation for the
moments of the µN,t. This will lead to PDEs for the Stieltjes transforms of the
µN,t and µt. With the aid of the R-transform from free probability (see Section 5.3
of [AGZ]) we then identify the µt as free additive convolutions of µ with suitably
scaled semicircle laws. For more details on free probability we refer to [NS].

Denote the l-th moment (l ∈ N0) of the probability measure µN,t by

SN,l(t) :=

∫
R
yl dµN,t(y) =

1

N l/2+1
(φN,1(t)l + . . .+ φN,N (t)l). (2.3)

Then SN,0(t) = 1. Moreover, by (2.1),

d

dt
SN,1(t) =

1

N3/2

N∑
i,j=1;i 6=j

1

φN,i(t)− φN,j(t)
= 0, (2.4)

i.e., SN,1(t) = SN,1(0) for all t ≥ 0. By the same reasons,

d

dt
SN,2(t) =

2

N2

N∑
i,j=1;i 6=j

φN,i(t)

φN,i(t)− φN,j(t)
=

2

N2
· N(N − 1)

2
=
N − 1

N
(2.5)

and

d

dt
SN,3(t) =

3

N5/2

N∑
i,j=1;i 6=j

φN,i(t)
2

φN,i(t)− φN,j(t)
=

3

2N5/2

N∑
i,j=1;i 6=j

(φN,i(t) + φN,j(t))

=
3(N − 1)

N5/2

N∑
i=1

φN,j(t) =
3(N − 1)

N
SN,1(0). (2.6)

These computations yield the following result for l = 0, 1, 2, 3:

Lemma 2.4. Let (xN,k)1≤k≤N ⊂ R be starting sequences such that for all l ∈ N0,

cl(0) := lim
N→∞

SN,l(0) = lim
n→∞

1

N l/2+1
(xlN,1 + . . .+ xlN,N ) <∞

exists. Then for l ∈ N0,
cl(t) := lim

N→∞
SN,l(t)

exists locally uniformly in t ∈ [0,∞[ and satisfies the recurrence relation

cl(t) = cl(0) +
l

2

∫ t

0

( l−2∑
k=0

cl−2−k(s)ck(s)
)
ds (2.7)
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for l ≥ 2 and start c0(t) = 1, c1(t) = c1(0).
For each l ∈ N0, cl(t) is a polynomial in t of degree at most bl/2c with a non-

negative “leading” coefficient of order bl/2c.

Proof. By our preceding computations,

c0(t) = 1, c1(t) = c1(0), c2(t) = c2(0) + t, c3(t) = c3(0) + 3c1(0)t. (2.8)

For l ≥ 4, we have

d

dt
SN,l(t) =

l

N l/2+1

N∑
i,j=1;i 6=j

φN,i(t)
l−1

φN,i(t)− φN,j(t)

=
l

N l/2+1

∑
1≤i<j≤N

φN,i(t)
l−1 − φN,j(t)l−1

φN,i(t)− φN,j(t)

=
l

2N l/2+1

N∑
i,j=1;i6=j

(
φN,i(t)

l−2 + φN,i(t)
l−3φN,j(t) + . . .+ φN,j(t)

l−2
)
.

As

1

N l/2+1

N∑
i,j=1;i6=j

φN,i(t)
l−2−kφN,j(t)

k = SN,l−2−k(t)SN,k(t)− SN,l−2(t)

N

for k = 1, 2, . . . , l − 3, and as

1

N l/2+1

N∑
i,j=1;i6=j

φN,i(t)
l−2 =

N − 1

N
SN,l−2(t),

we get

d

dt
SN,l(t) =

l

2

(2N + 1− l
N

SN,l−2(t) +

l−3∑
k=1

SN,l−2−k(t)SN,k(t)
)

=
l

2

(1− l
N

SN,l−2(t) +

l−2∑
k=0

SN,l−2−k(t)SN,k(t)
)
. (2.9)

Hence, for l ≥ 4 we obtain in an inductive way that the limit

cl(t) := lim
N→∞

SN,l(t) = cl(0) + lim
N→∞

∫ t

0

d

ds
SN,l(s) ds

=cl(0) +
l

2

∫ t

0

(
2cl−2(s) +

l−3∑
k=1

cl−2−k(s)ck(s)
)
ds

exists locally uniformly in t ∈ [0,∞[. Moreover, the cl(t) satisfy

cl(t) = cl(0) +
l

2

∫ t

0

( l−2∑
k=0

cl−2−k(s)ck(s)
)
ds.

(2.8) and this recurrence imply by an easy induction that for each l ∈ N0, cl(t) is a
polynomial of degree at most bl/2c with a nonnegative coefficient for this order. �
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For even l we next determine the leading coefficients of the polynomials cl(t) of
order l/2. For this we recapitulate the Catalan numbers

C0 := 1, Cn :=
1

n+ 1

(
2n

n

)
=

(
2n

n

)
−
(

2n

n+ 1

)
(n ≥ 1) (2.10)

which admit the well known recurrence relation (see e.g. Section 2.1.1 of [AGZ]):

C0 = C1 = 1, Cn+1 =

n∑
k=0

CkCn−k (n ≥ 1). (2.11)

We compare this with (2.8) and (2.7) where cl(t) has degree at most bl/2c. A simple
induction then yields:

Lemma 2.5. The polynomial c2l(t) has the degree l with the Catalan number Cl
as leading coefficient for l ∈ N0.

Example 2.6. Assume that the solutions of our ODEs satisfy φN (0) = 0 for all N ,
i.e., that xN,k = 0 for all N, k. Then c0(0) = 1 and cl(0) = 0 for l ≥ 1. Therefore
c0(t) = 1, c1(t) = 0, c2(t) = t and c3(t) = 0 for t ≥ 0. Hence, by (2.7),

c2l(t) = Clt
l and c2l+1(t) = 0 (t ≥ 0, l ∈ N0).

We next recapitulate that for R > 0, a random variable XR with the semicircle
law µsc,R with density fR(x) := 2

πR2

√
R2 − x2 for |x| ≤ R and fR(x) = 0 otherwise

has the moments

E(X2n
R ) =

(
R

2

)2n

Cn and E(X2n+1
R ) = 0 for n ≥ 0;

see e.g. Section 2.1.1 of [AGZ]. We thus conclude from the moment convergence
theorem that for t > 0 the empirical measures µN,t of the (renormalized) solutions
of our ODEs with start in the origin tend weakly to µsc,2

√
t for N →∞.

If we combine Example 2.6 with Corollary 2.3 for c = 0, t = 1/2 there, we obtain
the following classical result on the zeroes of the Hermite polynomials; see also
[D, G, KM1] for different proofs:

Corollary 2.7. For N ∈ N let z1, . . . , zN be the zeroes of the Hermite polynomial
HN . Then the normalized empirical measures

µN :=
1

N
(δz1/

√
N + . . .+ δzN/

√
N )

tend weakly to µsc,
√
2 for N →∞.

We next study the general case with a start with an arbitrary probability measure
µ ∈ M1(R) which is determined uniquely by its moments cl :=

∫
xl dµ(x) (l ≥ 0).

This uniqueness holds in particular under the Carleman condition

∞∑
l=1

c
− 1

2l

2l =∞; (2.12)

see p. 85 of [A]. Moreover, (2.12) clearly follows from the condition

|cl| ≤ (cl)l for all l ≥ 0 and some c > 0. (2.13)
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Now let µ ∈ M1(R) be determined uniquely by its moments cl. We choose a
family (xN,n)N≥1,1≤n≤N ⊂ R of numbers with xN,n−1 ≥ xN,n for 2 ≤ n ≤ N such
that the empirical measures

µN,0 :=
1

N
(δxN,1/

√
N + . . . δxN,N/

√
N )

tend weakly to µ for N →∞, i.e., by the moment convergence theorem, that

lim
N→∞

SN,l(0) := lim
N→∞

1

N l/2+1
(xlN,1 + . . .+ xlN,N ) = cl (l ≥ 0).

ForN ≥ 2 we now consider the solutions φN (t) of (2.1) with start in (xN,1, . . . , xN,N )
and the normalized empirical measures

µN,t :=
1

N
(δφN,1(t)/

√
N + . . .+ δφN,N (t)/

√
N ) (t ≥ 0).

Proposition 2.8. In the preceding setting, the limits

cl(t) := lim
N→∞

SN,l(t) (t ∈ [0,∞[, l ≥ 0)

exist. Moreover, if the moment condition (2.13) holds for µ, then for each t ∈
[0,∞[, the sequence (cl(t))l≥0 is the sequence of moments of some unique probability
measure µt ∈ M1(R) for which (2.13) also holds. Moreover, the µN,t tend weakly
to µt for N →∞.

Proof. The arguments in the proof of Lemma 2.4 show that the limits cl(t) exist
for all l, t, and that the cl(t) satisfy the recurrence (2.7).

Assume now that the cl = cl(0) satisfy (2.13), i.e., |cl| ≤ (cl)l for all l and some
c > 0. We fix t > 0 and show that there exists R = R(t) > 1 such that

|cl(s)| ≤ (Rl)l for all l ≥ 0, s ∈ [0, t]. (2.14)

It is clear from (2.8) that (2.14) holds for l = 0, 1, 2, 3 and R sufficiently large.
Moreover, for l ≥ 4, we use induction on l. In fact, the assumption of our induction,
the recurrence (2.7), and the condition (2.13) imply that for τ ∈ [0, t],

|cl(τ)| ≤ |cl(0)|+ l

2

∫ τ

0

( l−2∑
k=0

|cl−2−k(s)| · |ck(s)|
)
ds

≤ (cl)l +
l(l − 1)t

2
Rl−2ll−2. (2.15)

If we choose R large enough depending on c, t, we see that the RHS of (2.15)
is bounded by Rlll, which then proves (2.14). In summary, for each t ≥ 0, the
sequence (cl(t))l satisfies the Carleman condition, and this sequence is the limit
of the moment sequences of the measures µN,t ∈ M1(R) for N → ∞. Hence, by
the moment convergence theorem, (cl(t))l is the moment sequences of a unique
probability measure µt ∈M1(R), and the µN,t tend weakly to µt. �

We next identify the limit measures µt in Proposition 2.8 as the free additive
convolutions

µt = µsc,2
√
t � µ for t ≥ 0 (2.16)

with the free additive convolution discussed e.g. in [NS, AGZ]. To prove this we
need some additional tools. We first recapitulate the Stieltjes transform

Gµ(z) :=

∫
R

1

z − x
dµ(x) for z ∈ H := {z ∈ C : =z > 0} (2.17)
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of a probability measure µ ∈M1(R). Clearly, Gµ is analytic on H. We next derive
PDEs for the Stieltjes transforms

G(t, z) := Gµt(z), GN (t, z) := GµN,t(z) (t ≥ 0, z ∈ H)

of the measures µt and µN,t. In the setting of Proposition 2.8 we now have:

Proposition 2.9. (1) For all N ∈ N, t ≥ 0, z ∈ H, the partial derivatives of
GN satisfy

GNt (t, z) = −GN (t, z)GNz (t, z)− 1

N
EN (t, z)

with the error term EN (t, z) defined below in (2.19).
(2) Assume that in addition the moment condition (2.13) holds for the start

measure µ. Then for t ≥ 0, z ∈ H, the function G satisfies Burgers equation

Gt(t, z) = −G(t, z)Gz(t, z).

The appearance of Burgers equation here is not surprising, as this connection is
well-known in the context of dynamic versions of Gaussian unitary (or symmetric
or symplectic) ensembles; see the next section and e.g. [CG, Men].

Proof. For t ≥ 0 and z ∈ H with |z| sufficiently large (depending on N) we have

GN (t, z) =

∫
R

1

z − x
dµN,t(x) =

∞∑
l=0

SN,l(t)

zl+1

and thus

GNt (t, z) =

∞∑
l=0

1

zl+1

d

dt
SN,l(t).

If we apply (2.4)-(2.6) as well as the recurrence (2.9), we obtain

GNt (t, z) =
N − 1

N
· 1

z3
+

3(N − 1)

N
· SN,1(0) · 1

z4

+

∞∑
l=4

1

zl+1

l

2

(1− l
N

SN,l−2(t) +

l−2∑
k=0

SN,l−2−k(t)SN,k(t)
)

=

∞∑
l=2

1

zl+1

l

2

l−2∑
k=0

SN,l−2−k(t)SN,k(t) +
1

N
EN (t, z)

with

EN (t, z) := − 1

z3
− 3

z4
· SN,1(0) +

1

2

∞∑
l=4

l(1− l)
zl+1

· SN,l−2(t). (2.18)

Using

z ·GNz (t, z) = −
∞∑
l=0

l + 1

zl+1
· SN,l(t), z2 ·GNzz(t, z) =

∞∑
l=0

(l + 1)(l + 2)

zl+1
· SN,l(t),

we obtain by some elementary calculation that

EN (t, z) =− 1

2
z2 ·GNzz(t, z)− 2z ·GNz (t, z)−GN (t, z) (2.19)

− 1

z3

(
1− SN,2(0)− N − 1

N
t
)
− 3

z4

(
SN,1(0)− 3(N − 1)

N
t− SN,3(0)

)
.
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As

1

2z

∞∑
l=2

1

zl
l

l−2∑
k=0

SN,l−2−k(t)SN,k(t) =
1

2z

∞∑
l=0

l∑
k=0

1

zl+2
(l + 2)SN,l−k(t)SN,k(t)

=
1

2z2

∞∑
l=0

l∑
k=0

[
(l + 1− k)SN,l−k(t)z−l−1+kSN,k(t)z−k

+(k + 1)SN,l−k(t)z−l+kSN,k(t)z−k−1
]

=−GN (t, z)GNz (t, z),

part (1) follows for z ∈ H sufficiently large. As both sides of the equation in (1)
are analytic in z ∈ H, this equation holds for all z ∈ H.

For (2) we recapitulate that the measures µN,t tend weakly to µt by Proposition
2.8. This implies that the Stieltjes transforms GN (t, z) tend to G(t, z) for t ≥ 0
and locally uniformly for z ∈ H. Hence, by the integral formulas of Cauchy, also
GNz (t, z) tends to Gz(t, z) and GNzz(t, z) to Gzz(t, z) for z ∈ H. Therefore, the error
term EN (t, z) converges for N →∞ by Lemma 2.4. This and part (1) imply that
the derivatives GNt (t, z) tend to −G(t, z)Gz(t, z) for N →∞. Moreover, as

|GNt (t, z)| =
∣∣∣ d
dt

∫
R

1

z − x
dµN,t(x)

∣∣∣ ≤ 1

N

N∑
k=1

1

|z − φ′N,k(t)/
√
N |
≤ 1

=z
,

we conclude by dominated convergence that for t ≥ 0

lim
N→∞

(GN (t, z)−GN (0, z)) = −
∫ t

0

G(τ, z)Gz(τ, z) dτ.

This implies (2). �

Proposition 2.9(2) now leads to (2.16) with the aid of the R-transform of mea-
sures µ ∈M1(R) which is defined e.g. in Section 5.3 of [AGZ] as the formal power
series Rµ(z) :=

∑∞
n=0 kn+1(µ)zn with the free cumulants kn(µ) of the measure µ for

which all moments exist. As formal power and Laurent series and also as analytic
functions on suitable domains in the upper halfplane (see Section 5.3.3 of [AGZ]),
the functions Rµ and Gµ are related by

z − 1

Gµ(z)
= Rµ(Gµ(z)). (2.20)

If we apply this to the measures µt and the R-transform R(t, z) := Rµt(z), we get

z = R(t, G(t, z)) +
1

G(t, z)
. (2.21)

Hence, on suitable domains,

Gz(t, z) = − G2(t, z)

1−Rz(t, G(t, z))G2(t, z)
(2.22)

Gt(t, z) =
Rt(t, G(t, z))G2(t, z)

1−Rz(t, G(t, z))G2(t, z)
. (2.23)

Proposition 2.9(2) now implies that Rt(t, G(t, z)) = G(t, z). As z 7→ G(t, z) is not
constant, we arrive at

Rt(t, z) = z (2.24)
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with R(0, z) = Rµ(z) the R-transform of the starting measure µ. Therefore,

R(t, z) = zt+R(0, z).

As by 5.3.23 and 5.3.26 of [AGZ], the R-transform satisfies

Rµsc,2√t�µ(z) = Rµsc,2√t(z) +Rµ(z) = zt+R(0, z),

and as the R-transform is injective, we finally obtain (2.16).
In summary, we have proved the following theorem mentioned in the introduction

Theorem 2.10. Let µ ∈M1(R) be a probability measure satisfying (2.13), and let
(xN,n)N≥1,1≤n≤N ⊂ R with xN,n−1 ≥ xN,n for 2 ≤ n ≤ N such that the empirical
measures

µN,0 :=
1

N
(δxN,1/

√
N + . . . δxN,N/

√
N ) (2.25)

tend weakly to µ for N →∞. If we form the associated solutions (φN,1(t), . . . , φN,N (t))
of (2.1) and the associated normalized empirical measures

µN,t :=
1

N
(δφN,1(t)/

√
N + . . .+ δφN,N (t)/

√
N ) (t ≥ 0),

then for t ∈ [0,∞[, the µN,t tend weakly to µsc,2
√
t � µ.

Remark 2.11. We show in the next section that the limit measures µt (t > 0)
in Proposition 2.8 also appear in a dynamic version Wigner’s semicircle law for
Gaussian unitary ensembles; c.f. [AGZ]. If one uses this together with the results
of Section 3, one obtains a further proof of (2.16).

We finally study an ODE with an additional drift compared to (2.1). For this
let φN (t, x0) be a solution of (2.1) with start in x0 ∈ CAN . Then, by an easy
computation (see [VW1]),

φ̃N (t, x0) := φN (
1− e−2λt

2λ
, e−λtx0) (2.26)

is a solution of the ODE

dx

dt
(t) = H(x(t))− λx(t), φN (0, x0) = x0 (2.27)

for λ ∈ R and vice versa. As the functions φ̃N and φN are related by the space-time
transformation (2.26), we obtain the following semicircle limit law.

Corollary 2.12. Let x := (xN,k)k≥1 be starting sequences as in Lemma 2.4 and

λ > 0. Consider the solutions φ̃N (t) := φ̃N (t, (xN,1, . . . , xN,1)) of (2.27) and the
associated normalized empirical measures µ̃N,t. Then

lim
t→∞

lim
N→∞

µ̃N,t = lim
N→∞

lim
t→∞

µ̃N,t = µ
sc,
√

2/λ
.

Proof. Corollary 2.3 and (2.26) yield limt→∞ φ̃N (t) = φN (1/(2λ), 0) =
√

1/λ · z.
Hence, by Example 2.6 and Corollary 2.7, limN→∞ limt→∞ µ̃N,t = µ

sc,
√

2/λ
.
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On the other hand, if we use the moments S̃N,l (l ≥ 0) of the empirical measures
µ̃N,t, we see from the space-time transformation (2.26) and Lemma 2.4 that

lim
N→∞

S̃N,l = lim
N→∞

1

N l/2+1

N∑
i=1

φ̃N,i(t)
l

= lim
N→∞

1

N l/2+1

N∑
i=1

φN,i(
1− e−2λt

2λ
, e−λt(xN,1, . . . , xN,1))l

= cl(
1− e−2λt

2λ
, e−λtx),

where cl(t, x) is a polynomial in t and x by the proof of Lemma 2.4. Hence

lim
t→∞

lim
N→∞

S̃N,l = cl(
1

2λ
, 0).

If we use the recurrence relations for the cl in the proof of Lemma 2.4 together with
Example 2.6, we obtain limt→∞ limN→∞ µ̃N,t = µ

sc,
√

2/λ
. �

3. The Semicircle law for Bessel processes of type A

Now we consider Bessel processes (Xt,k)t≥0 on the Weyl chambers CAN for the
root systems AN−1 which satisfy the SDE

dXi
t,k = dBit + k

∑
j 6=i

1

Xi
t,k −X

j
t,k

dt (i = 1, . . . , N). (3.1)

with an N -dimensional Brownian motion (B1
t , . . . , B

N
t )t≥0. By [GrM] (see also [Sch]

for a related situation) we know that for k ≥ 1/2 and all starting points x ∈ CAN ,
(3.1) admits an a.s. solution (Xt,k)t≥0 which does not hit the boundary of CAN for
t > 0 almost surely, even if x is on the boundary of CAN . In the following we only
consider this regular case k ≥ 1/2.

Under convergence conditions on the starting points as in Section 2 for N ≥ 2,
we now derive limit theorems for the moments of the associated empirical measures

µN,t :=
1

N
(δX1

t,k/
√
N + . . .+ δXNt,k/

√
N ) (3.2)

for t ≥ 0 and N →∞. For this, it will be convenient also to study the renormalized
processes (X̃t,k := Xt,k/

√
k)t≥0 which satisfy the SDE

dX̃i
t,k =

1√
k
dBit +

∑
j 6=i

1

X̃i
t,k − X̃

j
t,k

dt (i = 1, . . . , N), (3.3)

which agrees, for k =∞, with the ODE (2.1). We also study the empirical measures

µ̃N,t :=
1

N
(δX̃1

t,k/
√
N + . . .+ δX̃Nt,k/

√
N ). (3.4)

Denote the l-th moment (l ∈ N0) of µ̃N,t by

SN,l(t) :=

∫
R
yl dµ̃N,t(y) =

1

N l/2+1

N∑
i=1

(X̃i
t,k)l.

We will show that for all l the moments SN,l(t) converge for N → ∞ to the
numbers cl(t) of Lemma 2.4 independent of k ∈ [1/2,∞]. The proof of this fact will
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be based on some induction which even leads to a slightly more general convergence
statement.

To state this result, we need some notation about partitions. Let P the set of
all partitions with N components consisting of all λ = (λ1, . . . , λN ) ∈ NN0 with
λ1 ≥ λ2 ≥ . . . ≥ λN . For λ ∈ P, let |λ| = λ1 + . . . + λN its weight and L(λ) :=
max{k : λk ≥ 1} its length. We also consider the symmetric monomials

mλ(x) :=
∑
π∈SN

xπ(λ) :=
∑
π∈SN

x
λπ(1)

1 x
λπ(2)

2 · · ·xλπ(N)

N

for x = (x1, . . . , xN ) ∈ RN where the sum runs over the symmetric group SN which
acts on vectors in the obvious way.

Lemma 3.1. Let (xN )N≥1 := (xN,n)N≥1,1≤n≤N ⊂ R be a family of starting num-
bers with xN,n−1 ≥ xN,n for 2 ≤ n ≤ N , for which

lim
N→∞

mλ(xN )

N ! ·N |λ|/2
<∞

exists for all λ ∈ P. Let k ∈ [1/2,∞], and consider for N ≥ 2 the renormalized

Bessel processes (X̃t,k)t≥0 with start in (xN,1, . . . , xN,n) ∈ CAN . Then, for all λ ∈ P,
the limits

lim
N→∞

E(mλ(X̃t,k))

N ! ·N |λ|/2
exist locally uniformly in t and are independent from k.

Proof. We prove this statement by induction on |λ|.
For |λ| = 0 we have λ = 0 and mλ(x) = N ! which yields the claim here. For

|λ| = 1 we have λ = (1, 0, . . . , 0) and mλ(x) = (N − 1)! · (x1 + . . .+ xN ). Thus, as

N∑
i=1

X̃i
t,k =

N∑
i=1

xN,i +
1√
k

N∑
i=1

Bit

by (3.3), the claim also follows.
Now let λ ∈ P with |λ| ≥ 2, and we assume that the statement is already shown

for partitions with weight at most |λ| − 1. Itô’s formula and (3.3) yield

mλ(X̃t,k) = mλ(xN ) +
1√
k

N∑
i=1

∫ t

0

dmλ

dxi
(X̃s,k) dBis (3.5)

+

∫ t

0

 N∑
i=1

1

2k

d2mλ

dx2i
(X̃s,k) +

N∑
i=1

∑
j 6=i

dmλ

dxi
(X̃s,k) · 1

X̃i
s,k − X̃

j
s,k

 ds.

We now claim that the diffusion parts 1√
k

∑N
i=1

∫ t
0
dmλ
dxi

(X̃s,k) dBis of (3.5) are

martingales and thus

E

(
N∑
i=1

∫ t

0

dmλ

dxi
(X̃s,k) dBis

)
= 0 (t ≥ 0). (3.6)

To prove this we observe that

N∑
i=1

∫ t

0

dmλ

dxi
(X̃s,k)dBis

d
=

∫ t

0

√√√√ N∑
i=1

(
dmλ

dxi
(X̃s,k))2 dB̃s (3.7)
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for some one-dimensional Brownian motion B̃ by the Lévy characterization of the
one-dimensional Brownian motion. We now analyze the integrand of the RHS of

(3.7). As
∑N
i=1(dmλdxi

)2 is a symmetric polynomial, we may write it as a polynomial

expression with rational coefficients of polynomials of the form pn(x) =
∑N
i=1 x

n
i .

Furthermore, for l ≥ 1, we have

N∑
i=1

x2li ≤
( N∑
i=1

x2i

)l
,

N∑
i=1

|xi|2l+1 ≤
( N∑
i=1

x2i

)(2l+1)/2

.

As
∑N
i=1 X̃

i
s,k =

∑N
i=1B

i
s, and as (

∑N
i=1(X̃i

s,k)2)s≥0 is a classical squared Bessel
process by

N∑
i=1

(X̃i
t,k)2 =

N∑
i=1

x2N,i +
2√
k

N∑
i=1

∫ t

0

X̃i
s,kdB

i
s + (N(N − 1) +

N

k
)t,

we see that we may bound
∑N
i=1(dmλdxi

(X̃s,k))2 by a polynomial in a one-dimensional
Brownian motion and a one-dimensional squared Bessel process. With standard
results on the Itô integral, this readily yields the claim and (3.6).

We now turn to the second term in the RHS of (3.5). We here use that

N∑
i=1

d2mλ

dx2i
(x) =

N∑
i=1

∑
π∈SN

λπ(i)(λπ(i) − 1)xπ(λ)−2ei

with the i-th unit vector ei = (0, . . . , 0, 1, 0, . . . , 0) ∈ RN . Notice that this expres-
sion is a symmetric polynomial which is homogeneous of order |λ| − 2 and thus a

linear combination of the symmetric monomials mλ̃ with λ̃ ∈ P with |λ̃| = |λ| − 2.
Moreover, the coefficients in this linear combination depend only on λ1, . . . , λL(λ)
and not on N ≥ L(λ). Hence, by our induction assumption,

1

N ! ·N |λ|/2
E

(∫ t

0

N∑
i=1

1

2k

d2mλ

dx2i
(X̃s,k) ds

)
= O(1/N). (3.8)

We now turn to the 3rd term in the RHS of (3.5). We here first notice that for
u, v ∈ R, a, b ∈ N0, (uavb − ubva)/(u − v) is some polynomial pa,b(u, v) of degree
a+ b− 1. With our notations and the transposition (i, j) ∈ SN we here have

N∑
i=1

∑
j 6=i

dmλ

dxi
(x) · 1

xi − xj
=
∑
π∈SN

N∑
i=1

∑
j 6=i

λπ(i)
xπ(λ)−ei

xi − xj

=
1

2

∑
π∈SN

N∑
i=1

∑
j 6=i

λπ(i)x
π(λ)−ei − λπ(j)xπ(λ)−ej

xi − xj

=
1

2

∑
π∈SN

N∑
i=1

∑
j 6=i

λπ(i)x
π(λ)−ei − λπ(i)xπ◦(i,j)(λ)−ej

xi − xj

=
1

2

∑
π∈SN

N∑
i=1

∑
j 6=i

λπ(i)pλπ(i)−1,λπ(j)−1(xi, xj) · (xπ(λ))i,j (3.9)

where (xπ(λ))i,j means the product as in the definition of the mλ above where
factors involving xi, xj are cancelled, as these parts are handled separately in the
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polynomial pλπ(i)−1,λπ(j)−1(xi, xj). Please notice that the third = in (3.9) follows
by an obvious substitution in the summation over π ∈ SN in the second summand.

The expression (3.9) obviously is a symmetric polynomial which is homogeneous
of order |λ|−2 and thus a linear combination of the symmetric monomials mλ̃ with

λ̃ ∈ P with |λ̃| = |λ| − 2. Moreover, if we analyze the coefficients cλ̃ of the mλ̃ of

this linear combination (w.l.o.g. take for simplicity the product xλ̃), we see that
cλ̃/N converges for N →∞. Hence, by our induction assumption,

1

N ! ·N |λ|/2
E

∫ t

0

N∑
i=1

∑
j 6=i

dmλ

dxi
(X̃s,k) · 1

X̃i
s,k − X̃

j
s,k

 ds. (3.10)

converges for N → ∞. A combination of (3.5), (3.8), (3.9), and (3.10) now com-
pletes our induction. �

Remark 3.2. The proof of Lemma 3.1 shows that for fixed k and λ, the limit in
Lemma 3.1 has order O(1/N).

Lemma 3.1 has the following application to the moments SN,l(t):

Corollary 3.3. Let (xN,n)N≥1,1≤n≤N ⊂ R be starting numbers with xN,n−1 ≥ xN,n
for 2 ≤ n ≤ N , for which the convergence condition in Lemma 2.4 holds. Let
k ∈ [1/2,∞], and let for N ≥ 2, (X̃t,k)t≥0 the renormalized Bessel processes starting
in (xN,1, . . . , xN,n) ∈ CAN . Then, for l ∈ N0 and cl(t) from Lemma 2.4,

E(SN,l(t))→ cl(t) for N →∞
Proof. As the polynomials mλ in Lemma 3.1 are polynomials in the polynomials∑N
i=1 x

l
i for l ≤ |λ| with coefficient independent of N for N ≥ L(λ), the conver-

gence condition in Lemma 2.4 implies that the convergence condition in Lemma
3.1 holds. As SN,l(t) = 1

N !N l/2
m(l,0,...,0)(X̃t,k), Lemma 3.1 implies that the expec-

tations converge, and that the limit is independent from k ∈ [1/2,∞]. Lemma 2.4
now completes the proof. �

Corollary 3.3 can be extended to an a.s. result:

Theorem 3.4. Let (xN,n)N≥1,1≤n≤N ⊂ R be starting numbers with xN,n−1 ≥ xN,n
for 2 ≤ n ≤ N , for which the condition in Lemma 2.4 holds. Fix k ≥ 1/2, and, for

N ≥ 2, the renormalized Bessel processes (X̃t,k)t≥0 starting in (xN,1, . . . , xN,n) ∈
CAN . Then,

SN,l(t)→ cl(t) for N →∞ (3.11)

almost surely for all l ≥ 0 and locally uniformly for t ∈ [0,∞[.

Proof. We first recapitulate from Corollary 3.3 that for all l,

E

(
1

N l/2+1

N∑
i=1

(X̃i
t,k)l

)
= cl(t) + o(1) (N →∞) (3.12)

locally uniformly in t ≥ 0. Moreover, by Itô’s formula and (3.3),

N∑
i=1

(X̃i
t,k)l =

N∑
i=1

xlN,i +
l√
k

N∑
i=1

∫ t

0

(X̃i
s,k)l−1dBis (3.13)

+

∫ t

0

l N∑
i=1

∑
j 6=i

(X̃i
s,k)l−1

X̃i
s,k − X̃

j
s,k

+

N∑
i=1

l(l − 1)

2k
(X̃i

s,k)l−2

 ds.
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This together with the Chebychev and Burkholder-Davis-Gundy inequality shows
that for all l ∈ N0, ε > 0 and T > 0 and some universal constant c > 0,

sup
s≤T

P
(∣∣∣ 1

N l/2+1

( N∑
i=1

(
(X̃i

s,k)l −
N∑
i=1

xlN,i

−
∫ t

0

l N∑
i=1

∑
j 6=i

(X̃i
s,k)l−1

X̃i
s,k − X̃

j
s,k

+

N∑
i=1

l(l − 1)

2k
(X̃i

s,k)l−2

 ds
)∣∣∣ > ε

)

≤ 1

ε2
E
(

sup
s≤T

( 1

N l/2+1

l√
k

N∑
i=1

∫ t

0

(X̃i
s,k)l−1dBis

)2)
≤ c

ε2
E
( l2
k

1

N l+2

∫ T

0

N∑
i=1

(X̃i
s,k)2l−2ds

)
→ 0

as N →∞. Furthermore, by (3.12),

∞∑
N=1

E
( 1

N2

l2

k

∫ T

0

1

N l

N∑
i=1

(Xi
s,k)2l−2ds

)
<∞.

This and the Borel-Cantelli Lemma imply that

1

N l/2+1

( N∑
i=1

(X̃i
s,k)l −

N∑
i=1

xlN,i

−
∫ t

0

(
l

N∑
i=1

∑
j 6=i

(X̃i
s,k)l−1

X̃i
s,k − X̃

j
s,k

+

N∑
i=1

l(l − 1)

2k
(X̃i

s,k)l−2
)
ds
)
→ 0

for N →∞ almost surely. Hence, by (3.13), also

1

N l/2+1

(
N∑
i=1

l√
k

∫ t

0

(X̃i
s,k)l−1dBis

)
→ 0 a.s.. (3.14)

With this result we now prove the claim by induction on l. In fact, the case l = 0
is trivial, and the case l = 1 follows easily from (3.13) and (3.14) for l = 1, and the
fact that the drift part on the RHS of (3.13) disappears. Moreover, for l ≥ 2, we
again use (3.13) and (3.14), i.e., it suffices to show that for N →∞

1

N l/2+1

 N∑
i=1

xlN,i +

∫ t

0

l N∑
i=1

∑
j 6=i

(X̃i
s,k)l−1

X̃i
s,k − X̃

j
s,k

+

N∑
i=1

l(l − 1)

2k
(X̃i

s,k)l−2

 ds


= cl(t) + op(

1

N l/2+1
)

almost surely. But this follows easily from our induction assumption and the re-
currence of the numbers cl(t) in Lemma 2.4. This yields the claim. �

Theorem 3.4 implies that for N →∞ the moments of the empirical measures of
the renormalized Bessel processes (X̃t,k)t≥0 behave almost surely like the solutions
of the ODEs (2.1), i.e. the case k = ∞. Hence Theorem 2.10 also holds for the

empirical measure associated to the renormalized Bessel processes (X̃t,k)t≥0. In
particular, we obtain the following result from the moment convergence theorem.
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Theorem 3.5. Let µ ∈ M1(R) be a probability measure satisfying (2.13), and let
(xN,n)N≥1,1≤n≤N ⊂ R with xN,n−1 ≥ xN,n for 2 ≤ n ≤ N such that the associated
normalized empirical measures as in (2.25) tend weakly to µ for N →∞.

For k ≥ 1/2 and N ∈ N, consider the renormalized Bessel processes (X̃t,k)t≥0
with start in (xN,1, . . . , xN,n) ∈ CAN . Then, for t ≥ 0, the empirical measures µ̃N,t
from (3.4) tend weakly to µsc,2

√
t � µ almost surely for N →∞.

Remark 3.6. The previous results were obtained for fixed k > 1/2. As in [AV1,
AV2, V, VW1] we may also consider the freezing regime k → ∞. Here we choose
starting points (x1,N , . . . , xN,N ) in the interior of CAN for N ∈ N. Then by [AV1],

Xt,k/
√
k → φN (t)

locally uniform in t a.s. for k → ∞ and the Bessel processes (XN
t,k)t≥0 start-

ing in (x1,N , . . . , xN,N ) where the φN are the solutions of (2.1) with start in
(x1,N , . . . , xN,N ). Hence, by (2.4),

lim
N→∞

lim
k→∞

1

N l/2+1

N∑
i=1

(
Xi
t,k√
k

)l = cl(t)

a.s.. On the other hand, by Theorem 3.4,

lim
k→∞

lim
N→∞

1

N l/2+1

N∑
i=1

(
Xi
t,k√
k

)l = cl(t)

a.s., i.e., the limits of k and N may be interchanged here.

We next study a stochastic analogue of Corollary 2.12 and modify the SDE of
the Bessel processes by an additional drift −λx with some constant λ ∈ R, i.e.
a component as in a classical Ornstein-Uhlenbeck setting, cf. [VW1]. We thus
consider Bessel-OU processes Y := (Yt,k)t≥0 on CAN of type AN−1 as solutions of

dY it,k = dBit +

k∑
j 6=i

1

Y it,k − Y
j
t,k

− λY it,k

 dt (i = 1, . . . , N) (3.15)

for k ≥ 1/2 with an N -dimensional Brownian motion (B1
t , . . . , B

N
t )t≥0. For λ > 0,

these processes are mean reverting ergodic process Y = (Yt,k)t≥0 with speed of
mean-reversion λ, and for λ ≤ 0, non-ergodic.

Itô’s formula together with a time-change argument shows that Y is a space-time
transformation of the original Bessel process (Xt,k)t≥0 (with λ = 0) via

Yt,k = e−λtX e2λt−1
2λ ,k

.

For a proof based on the generators of these diffusions see [RV1]. Using this space-
time transformation, we can immediately reformulate Theorems 3.4 and 3.5 for the
Yt,k. Moreover, for t→∞ we obtain the following analogue to Corollary 2.12.

Corollary 3.7. Consider starting sequences (x1,N , . . . , xN,N ) ⊂ CAN for N ∈ N as
in Lemma 2.4, and let λ > 0 and k ≥ 1/2. For N ∈ N let (Y Nt,k)t≥0 be the solution

of (3.15) on CAN with start in (x1,N , . . . , xN,N ). Then the empirical measures

µ̃N,t :=
1

N
(δY 1

t,k/
√
N + . . .+ δY Nt,k/

√
N )

satisfy limN→∞ limt→∞ µ̃N,t = limt→∞ limN→∞ µ̃N,t = µ
sc,
√

2/λ
.
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4. Zeroes of Laguerre polynomials and the Marchenko-Pastur law

In this section we transfer the approach of Section 2 for the empirical measures
of the zeroes of the Hermite polynomials to Laguerre polynomials. We start with
the appropriate ODE:

The ODE 4.1. Let ν ∈]0,∞[ and N ≥ 2. On the interior of the closed Weyl
chamber

CBN := {x ∈ RN : x1 ≥ x2 ≥ . . . ≥ xN ≥ 0} ⊂ RN

of type B, we consider the RN -valued function

Hν(x) :=
(∑
j 6=1

2x1
x21 − x2j

+
ν

x1
, . . . ,

∑
j 6=N

2xN
x2N − x2j

+
ν

xN

)
.

It is shown in [VW2] that for each initial condition x0 ∈ CBN , the ODE

dx

dt
(t) = Hν(x(t)), x(0) = x0 (4.1)

has a unique solution for all t ≥ 0 in the sense that [0,∞[→ CBN , t 7→ x(t) is
continuous where x(t) is in the interior of CBN and solves the ODE in (4.1) for
t > 0. For the ODE (4.1) see also [AV1, VW1]. We denote solutions of the ODE
(2.1) by φN := (φN,1, . . . , φN,N ) where we suppress the dependence on x0 and ν.

For x0 = 0 ∈ CbN , the solution of (4.1) can be expressed in terms of the zeroes of

the Laguerre polynomial L
(ν−1)
N where the (L

(ν−1)
N )N≥0 are orthogonal w.r.t. the

density e−xxν−1 on ]0,∞[ as in [Sz]. In fact, by [AV1] we have:

Lemma 4.2. Let ν > 0 and z
(ν−1)
1 > . . . > z

(ν−1)
N > 0 be the ordered zeros of

L
(ν−1)
N . Then, for z := (z

(ν−1)
1 , . . . , z

(ν−1)
N ) ∈ CBN and any c ≥ 0,

φN (t) :=
√

2t+ c2 · (
√
z
(ν−1)
1 , . . . ,

√
z
(ν−1)
N ) (t ≥ 0)

is a solution of the ODE (4.1).

We now study the empirical measures of solutions of (4.1). We proceed as in
Section 2 and derive recurrence relations for the associated empirical moments.
However, this works for the even moments only. For this reason we take squares
in all components of φN at some stages. As we are working here on the Weyl
chambers CBN , no information is lost by taking these squares. Moreover, having

the well-known relation H2N (x) = dNL
(−1/2)
N (x2) (dN > 0 some constants) in mind

(see (5.6.1) of [Sz]), we normalize our empirical measures with 2N instead of N .
We now choose a family (xN,k)1≤k≤N ∈ [0,∞[ with (xN,1, . . . , xN,N ) ∈ CBN

for N ≥ 2. We then form the associated solutions φN (t) of (4.1) with start in
(xN,1, . . . , xN,N ) for N ≥ 2, and introduce the normalized empirical measures

µ2
N,t :=

1

N
(δφN,1(t)2

2N

+ . . .+ δφN,N (t)2

2N

) (4.2)

for t ≥ 0. Denote the l-th moment (l ∈ N0) of µ2
N,t by

SN,l(t) :=

∫
R
yl µN,t(y) =

1

2lN l+1
(φN,1(t)2l + . . .+ φN,N (t)2l).
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Then SN,0(t) = 1. Moreover, by (4.1),

d

dt
SN,1(t) =

2

2N2

( N∑
i,j=1;i 6=j

2φN,i(t)
2

φN,i(t)2 − φN,j(t)2
+ νN

)
=
N(N + ν − 1)

N2
. (4.3)

Furthermore, for l ≥ 2,

d

dt
SN,l(t) =

2

2lN l+1

( N∑
i,j=1;i 6=j

2φN,i(t)
2l

φN,i(t)2 − φN,j(t)2
+ ν

N∑
i=1

φN,1(t)2l−2
)

=
2

2lN l+1

(
2

∑
1≤i<j≤N

φN,i(t)
2l − φN,j(t)2l

φN,i(t)2 − φN,j(t)2
+ ν

N∑
i=1

φN,1(t)2l−2
)

=
2

2lN l+1

( N∑
i,j=1;i6=j

(
φN,i(t)

2(l−1) + φN,i(t)
2(l−2)φN,j(t)

2 + . . .+ φN,j(t)
2(l−1)

)

+ ν

N∑
i=1

φN,1(t)2l−2
)
.

As

1

2lN l+1

N∑
i,j=1;i6=j

φN,i(t)
2(l−k)φN,j(t)

2k =
1

2
(SN,l−k−1(t)SN,k(t)− SN,l−1(t)

N
)

for k = 1, 2, . . . , l − 2, and as

1

2lN l+1

N∑
i,j=1;i6=j

φN,i(t)
2(l−1) =

N − 1

2N
SN,l−1(t),

we obtain

d

dt
SN,l(t) = l

(2N + ν − l
N

SN,l−1(t) +

l−2∑
k=1

SN,l−1−k(t)SN,k(t)
)
. (4.4)

Similar to the Hermite case in Section 2, these equations show that the limits
cl(t) := limN→∞ SN,l(t) (l ∈ N0) exist and satisfy the following recurrence relation:

Lemma 4.3. Let (xN,k)1≤k≤N ⊂ R be starting sequences such that for all l ∈ N0,

cl(0) := lim
N→∞

SN,l(0) = lim
n→∞

1

2lN l+1
(x2lN,1 + . . .+ x2lN,N ) <∞

exists. Assume that ν = ν(N) depends on N with

lim
N→∞

ν(N)

N
= ν0 ≥ 0.

Then for l ∈ N0,

cl(t) := lim
N→∞

SN,l(t)

exists locally uniformly in t ∈ [0,∞[ and satisfies the recurrence relation

c0(t) = 1 and cl(t) = cl(0)+lν0

∫ t

0

cl−1(s)ds+l

∫ t

0

l−1∑
k=0

cl−1−k(s)ck(s)ds (l ≥ 1).

(4.5)
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As in Section 2 we now show that under mild conditions on the starting se-
quences, the cl(t) are the moments of some unique probability measures which can
be described via free probability.

We first consider the case ν0 = 0 which includes the case that all ν are indepen-
dent of N . This special case can be easily reduced to Section 2. We here denote the
image of some probability measure µ under some continuous mapping f by f(µ).
We use this notation in particular for the maps x 7→ |x| and x 7→ x2 and write |µ|
and µ2. Moreover, for a probability measure µ on [0,∞[, let µeven the unique even
probability measure on R with |µeven| = µ.

Theorem 4.4. Let µ ∈M1([0,∞[) be a probability measure satisfying the moment
condition (2.13). Let (xN,n)N≥1,1≤n≤N ⊂ [0,∞[ with (xN,1, . . . , xN,N ) ∈ CBN for
N ≥ 2 such that the normalized empirical measures

µN,0 :=
1

N
(δxN,1/

√
2N + . . . δxN,N/

√
2N ) (4.6)

tend weakly to µ for N → ∞. If we form the associated solutions φN (t) of (4.1)
and the normalized empirical measures

µN,t :=
1

N
(δφN,1(t)/

√
2N + . . .+ δφN,N (t)/

√
2N ) (t ≥ 0),

then for t ∈ [0,∞[, the µN,t tend weakly to |µsc,2√t � µeven|.

Proof. For N ≥ 2 and (xN,1, · · · , xN,N ) ∈ CBN we define

(y2N,1, · · · , y2N,2N ) = (xN,1, · · · , xN,N ,−xN,N , · · · ,−xN,1) ∈ CA2N . (4.7)

Clearly, the associated empirical measures

µN,even :=
1

2N
(δy2N,1/

√
2N + . . .+ δy2N,1/

√
2N )

tend weakly to µeven. Moreover, all odd moments of µeven disappear, and the even
moments of µeven and µ are equal. In particular, µeven also satisfies the moment
condition (2.13).

We now consider the even measures µsc,2
√
t � µeven whose odd moments disap-

pear, and whose even moments satisfy (2.7) by Section 2. We obtain from (2.7) for
these even moments and from (4.5), that for all l ≥ 0, the cl(t) from Lemma 4.3
are just the 2l-th moments of µsc,2

√
t�µeven. This, Carleman’s condition (2.12) for

(µsc,2
√
t� µeven)2, Lemma 4.3, and moment convergence now imply that the prob-

ability measures µ2
N,t tend weakly to (µsc,2

√
t�µeven)2. This implies the claim. �

If we start the ODE (4.1) in x0 = 0, Theorem 4.4 and Lemma 4.2 lead to the fol-

lowing well known result for the empirical measures of the zeroes z
(ν−1)
1,N , . . . , z

(ν−1)
N,N

of L
(ν−1)
N ; see e.g. [G]:

Corollary 4.5. Let ν > 0 be fixed. The empirical measures

µN :=
1

N
(δ
z
(ν−1)
1,N /(4N)

+ . . .+ δ
z
(ν−1)
N,N /(4N)

)

tend weakly to the beta distribution β(1/2, 3/2) on [0, 1] with the density

2

π
t−1/2(1− t)1/21]0,1[(t).
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We now turn to the general case ν0 ≥ 0. We proceed similarly as in the Hermite
case and deduce first a PDE for the Stieltjes transform G. This PDE will then
be transformed into a PDE for the R-transform. Then we combine our results for
ν0 = 0 and the R-transform for an appropriately parametrized Marchenko-Pastur
distribution to identify the limit measure in general.

Recall that for the parameters c ≥ 0, t > 0, the Marchenko-Pastur distribution
µMP,c,t is the probability measure on [x−, x+] ⊂ [0,∞[ with µMP,c,t = µ̃ for c ≥ 1
and µMP,c,t = (1− c)δ0 + cµ̃ for 0 ≤ c < 1, where x± := t(

√
c± 1)2 and µ̃ has the

Lebesgue density
1

2πxt

√
(x+ − x)(x− x−) · 1[x−,x+](x).

We also recall (see Exercise 5.3.27 of [AGZ]), that the Marchenko-Pastur distribu-
tions have the R-transforms

RMP,c,t(z) =
ct

1− tz
. (4.8)

As these R-transforms are linear in c, we in particular conclude that

µMP,a,t � µMP,b,t = µMP,a+b,t. (4.9)

Now we proceed as in Section 2. The proof of the first step is completely analog to
Proposition 2.8.

Proposition 4.6. Let limN→∞ ν(N)/N = ν0 ≥ 0 in the setting of Lemma 4.3.
Then the limits

cl(t) := lim
N→∞

SN,l(t) (t ∈ [0,∞[, l ≥ 0)

exist. Moreover, if the moment condition (2.13) holds for µ2, then for each t ∈
[0,∞[, the sequence (cl(t))l≥0 is the sequence of moments of some unique probability
measure µ2

t ∈ M1(R) for which (2.13) also holds. Moreover, the µ2
N,t tend weakly

to µ2
t for N →∞.

We next derive PDEs for the Stieltjes transforms

G(t, z) := Gµ2
t
(z), GN (t, z) := Gµ2

N,t
(z) (t ≥ 0, z ∈ H = {z ∈ C : =z > 0})

of the measures µ2
t and µ2

N,t. In the setting of Proposition 4.6 we now have:

Proposition 4.7. (1) For all N ∈ N, t ≥ 0, z ∈ H,

GNt (t, z) = −ν(N)

N
GNz (t, z)− 2zGNz (t, z)GN (t, z)− (GN )2(t, z)− 1

N
EN (t, z)

with the error term EN (t, z) defined below in (4.11).
(2) Assume that in addition the moment condition (2.13) holds for µ2. Then

for t ≥ 0, z ∈ H,

Gt(t, z) = −ν0Gz(t, z)− 2zGz(t, z)G(t, z)−G2(t, z) (4.10)

G(0, z) = Gµ(z).

Proof. For t ≥ 0 and z ∈ H with |z| sufficiently large (depending on N) we have

GN (t, z) =

∫
R

1

z − x
dµN,t(x) =

∞∑
l=0

SN,l(t)

zl+1
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and thus

GNt (t, z) =

∞∑
l=0

1

zl+1

d

dt
SN,l(t).

If we apply the recurrence relation (4.4) and the start (4.3), we obtain

GNt (t, z) =
N + ν − 1

N
· 1

z2

+

∞∑
l=2

1

zl+1
l
(2N + ν − l

N
SN,l−1(t) +

l−2∑
k=1

SN,l−1−k(t)SN,k(t)
)

=

∞∑
l=0

1

zl+2
(l + 1)

l∑
k=0

SN,l−k(t)SN,k(t) +
ν

N

∞∑
l=0

(l + 1)
1

zl+2
SN,l(t)

− 1

N
EN (t, z)

with

EN (t, z) :=

∞∑
l=0

(l + 1)2

zl+2
· SN,l−2(t).

Using as in the proof of (2.9)

z ·GNz (t, z) = −
∞∑
l=0

l + 1

zl+1
· SN,l(t), z2 ·GNzz(t, z) =

∞∑
l=0

(l + 1)(l + 2)

zl+1
· SN,l(t),

we obtain by some simple calculation that

EN (t, z) = zGNzz(t, z)−GNz (t, z) (4.11)

As

∞∑
l=0

1

zl+2
(l + 1)

l∑
k=0

SN,l−k(t)SN,k(t) +
ν

N

∞∑
l=0

(l + 1)
1

zl+2
SN,l(t)

=

∞∑
l=0

1

zl+2
(l − k + 1)

l∑
k=0

SN,l−k(t)SN,k(t) +

∞∑
l=0

1

zl+2
(k + 1)

l∑
k=0

SN,l−k(t)SN,k(t)

−
∞∑
l=0

1

zl+2

l∑
k=0

SN,l−k(t)SN,k(t) +
ν

N

∞∑
l=0

(l + 1)
1

zl+2
SN,l(t)

= − ν

N
GNz (t, z)− 2zGNz (t, z)GN (t, z)− (GN )2(t, z),

part (1) follows for z ∈ H sufficiently large. As both sides of the equation in part
(1) are analytic in z ∈ H, this equation holds for all z ∈ H.

For (2) the arguments are the same as in the proof of (2.9). �

Now we turn to the main result of this section:

Theorem 4.8. Let µ ∈ M1([0,∞[) be a probability measure such that µ2 satisfies
the moment condition (2.13). Let (xN,n)N≥1,1≤n≤N ⊂ [0,∞[ with (xN,1, . . . , xN,N ) ∈
CBN such that the normalized empirical measures

µN,0 :=
1

N
(δxN,1/

√
2N + . . . δxN,N/

√
2N ) (4.12)
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tend weakly to µ for N → ∞. For N ≥ 2 we form the solutions φN of (4.1) with
start in (xN,1, · · · , xN,N ). If

lim
N→∞

ν(N)

N
= ν0 ≥ 0,

then for each t ∈ [0,∞[, the associated normalized empirical measures

µN,t :=
1

N
(δφN,1(t)

√
2N

+ . . .+ δφN,N (t)
√

2N

) (t ≥ 0),

tend weakly to
√
µMP,ν0,t � (µsc,2

√
t � µeven)2.

Proof. We use (2.21), (2.22), and (2.23) in the PDE (4.10) and obtain

Rt(t, G(t, z)) = ν0 + 2R(t, G(t, z)) ·G(t, z) + 2− 1 +Rz(t, G(t, z)) ·G(t, z)2.

For z instead of G(t, z) we arrive at the following PDE for the R-transform:

Rt(t, z) = ν0 + 1− 2zR(t, z) + z2Rz(t, z) (4.13)

R(0, z) = Rµ(z).

By Theorem 4.4 we know thatR(µsc,2
√
t�µ)

2(z) solves (4.13) with ν0 = 0. This, (4.8),

and a straight forward calculation now show that RµMP,ν0,t(z)+R(µsc,2
√
t�µeven)

2(z)

solves the general PDE (4.13). This implies the desired result. �

We finally consider Theorem 4.8 for the case with start in zero. As by a straight
forward calculation (µsc,2

√
t)

2 = µMP,1,t, we here obtain the measures
√
µMP,1+ν0,t

as weak limits for the empirical measures µN,t. This result and Lemma 4.2 on the

zeroes z
(ν(N)−1)
1 > . . . > z

(ν(N)−1)
N > 0 of L

(ν(N)−1)
N for t = 1/2 lead to the following

well known result (see e.g. [KM2] and references there):

Corollary 4.9. If limN→∞ ν(N)/N = ν0 ≥ 0, then the empirical measures

1

N
(δ
z
(ν(N)−1)
1 /2N

+ . . .+ δ
z
(ν(N)−1)
N /2N

) (t ≥ 0),

tend weakly to µMP,1+ν0,1/2.

Theorem 4.8 has also the following consequence:

Corollary 4.10. For all s, t ≥ 0 and ν0 ≥ 0,

µMP,ν0,s �
(
µsc,2

√
s � (

√
µMP,ν0+1,t)even

)2
= µMP,ν0+1,s+t.

Proof. Theorem 4.8 with µ = δ0 together with the semigroup property of our
solutions of the ODEs (4.1) imply

µMP,ν0+1,s+t = µMP,ν0,s+t �
(
µsc,2

√
s+t � δ0

)2
= µMP,ν0,s �

(
µsc,2

√
s � (

√
µMP,ν0+1,t)even

)2
.

�
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This corollary, the additivity of the R-transform, and the known R-transforms
of Marchenko-Pastur distributions lead immediately to the R-transform

R(
µsc,2

√
s�(
√
µMP,ν0+1,t)even

)2(z) =
(ν0 + 1)(s+ t)

1− (s+ t)z
− ν0s

1− sz
(4.14)

= RµMP,1,s+t(z) +
ν0t

(1− (s+ t)z)(1− sz)
.

5. The Marchenko-Pastur law for Bessel processes of type B

In this section we transfer the results for the ODEs (4.1) to a stochastic setting
for the Bessel processes of type B. For this we consider Bessel processes (Xt,k)t≥0
on the Weyl chambers CBN for the root systems BN with N ≥ 2 and multiplicities
k = (k1, k2) = (ν · β, β), ν, β > 0. These processes satisfy the SDE

dXi
t,k = dBit + β

∑
j 6=i

Xi
t,k

(Xi
t,k)2 − (Xj

t,k)2
dt+ β

ν

Xi
t,k

dt (i = 1, . . . , N). (5.1)

with an N -dimensional Brownian motion (B1
t , . . . , B

N
t )t≥0. By [GrM] we know,

similar to Bessel processes of type A, that for β ≥ 1/2 and νβ ≥ 1/2, the process
(Xt,k)t≥0 does not hit the boundary of CBN a.s. for t > 0 for arbitrary starting points
in CBN . In the following we only consider this regular case β ≥ 1/2, νβ ≥ 1/2. We
now derive limit theorems for the moments of the associated empirical measures,
where, as in the deterministic setting, we first consider the squares of all coordinates
of our processes, namely

µ2
N,t :=

1

N
(δ(X1

t,k)
2/2N + . . .+ δ(XNt,k)2/2N )

for t ≥ 0. For this it will be convenient also to study the renormalized processes
(X̃t,k := Xt,k/

√
β)t≥0 which satisfy the SDE

dX̃i
t,k =

1√
β
dBit +

∑
j 6=i

X̃i
t,k

(X̃i
t,k)2 − (X̃j

t,k)2
dt+

ν

X̃i
t,k

dt (i = 1, . . . , N). (5.2)

which agrees, for β =∞, with the ODE (4.1). Again we consider the renormalized
empirical measures of the squares

µ̃2
N,t :=

1

N
(δ(X̃1

t,k)
2/2N + . . .+ δ(X̃Nt,k)2/2N

).

Denote the l-th moment (l ∈ N0) of µ̃N,t by

SN,l(t) :=

∫
R
yl dµ̃N,t(y) =

1

2lN l+1

N∑
i=1

(X̃i
t,k)2l.

Now we derive limit theorems for these moments as N → ∞. As in the deter-
ministic setting the limits depend on the asymptotic behaviour of ν.

Theorem 5.1. Consider the processes (X̃t,k)t≥0 with β ≥ 1/2, ν > 0 and with
starting sequences (xN )N≥1 := (xN,n)1≤k≤N ⊂ [0,∞[ as before such that the limits

cl(0) := lim
N→∞

SN,l(0) = lim
N→∞

1

2lN l+1
(x2lN,1 + . . .+ x2lN,N ) <∞
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exist for l ≥ 0. Assume that ν = ν(N) depends on N with ν0 := limN→∞ ν(N)/N ≥
0. Then, for l ∈ N0,

cl(t) := lim
N→∞

SN,l(t)

exists almost surely locally uniformly in t ∈ [0,∞[ with c0(t) = 1 and

cl(t) = cl(0) + lν0

∫ t

0

cl−1(s)ds+ l

∫ t

0

l−1∑
k=0

cl−1−k(s)ck(s) ds (l ≥ 1). (5.3)

Proof. Using Itô’s formula we obtain for l ≥ 1

N∑
i=1

(X̃i
t,k)2l =

N∑
i=1

x2li +
2l√
β

N∑
i=1

∫ t

0

(X̃i
s,k)2l−1dBis (5.4)

+

∫ t

0

2l

N∑
i=1

∑
j 6=i

2(X̃i
s,k)2l

(X̃i
s,k)2 − (X̃j

s,k)2
+

N∑
i=1

(2lν +
l(2l − 1)

β
)(X̃i

s,k)2l−2

 ds

Now we see that for the normalized drift term we obtain the recurrence relation
(4.4), where ν is replaced by ν + 2l−1

2β . The desired results now follow along the

same lines as in the proofs of Lemma 3.1, Corollary 3.3, and Theorem 3.4 using the
deterministic results of (4.3), as well as Theorem 4.8. We here skip the details, as
the details are part of the more complicated setting in Section 8. �

The methods of Section 3 and Theorem 5.1 lead to the following limit theorem.

Theorem 5.2. Let µ ∈ M1([0,∞[) such that µ2 satisfies the moment condition
(2.13). Let (xN,n)N≥1,1≤n≤N ⊂ [0,∞[ with (xN,1, . . . , xN,N ) ∈ CBN such that the
empirical measures

µN,0 :=
1

N
(δxN,1/

√
2N + . . . δxN,N/

√
2N ) (5.5)

tend weakly to µ for N → ∞. Consider the normalized Bessel processes (X̃t,k)t≥0
of type B with start in (xN,1, . . . , xN,N ) ∈ CBN for N ≥ 2. Then, for t ≥ 0 and

lim
N→∞

ν(N)

N
= ν0 ≥ 0,

the normalized empirical measures

µN,t :=
1

N
(δ X̃1

t,k√
2N

+ . . .+ δ X̃N
t,k√
2N

)

tend a.s. weakly to
√
µMP,ν0,t � (µsc,2

√
t � µeven)2 for N →∞.

6. Dunkl processes and their frozen versions

In the remainder of the paper we extend the results of Sections 4 and 5 for
Bessel processes of type B and their frozen versions to Dunkl processes of type B. As
already discussed in the introduction, this extension from Bessel to Dunkl processes
does not lead to new limit results for the root systems of type A. Nevertheless, we
recapitulate briefly some facts on general Dunkl processes for the convenience of the
reader. Moreover, the frozen versions do not appear in the literature. To keep the
discussion concise we assume that the reader is familiar with root systems, Weyl
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groups, and Weyl chambers for the general theory. On the other hand, we present
all details for the root systems of type B, as we are interested mainly in this case.

All results on Dunkl theory and Dunkl processes and the algebraic and analytic
background can be found in [An, CGY, R1, R2, RV1, RV2] and references there.

Let R ⊂ RN be a root system and R+ ⊂ R a subsystem consisting of positive
roots. We assume that all roots α ∈ R satisfy ‖α‖22 = 2. Then, for all α ∈ R, the
reflection σα on the hyperplane perpendicular to α is given by σα(x) = x− (α ·x)α
for x ∈ RN with the standard scalar product · on RN . Let W ⊂ O(N) be the finite
reflection group, or Weyl group, generated by the reflections σα, α ∈ R+. The
Weyl group W acts on RN as usual, and we have W (R) = R. We next fix some
nonnegative multiplicity function k : R → [0,∞[ which is by definition invariant
under the canonical action of W on R.

For given R and k we now define the Dunkl operators Ti (i = 1, . . . , N) as the
differential-difference operators

Tif(x) :=
∂f(x)

∂xi
+
∑
α∈R+

k(α)αi
f(x)− f(σα(x))

α · x
(f ∈ C2(RN )).

It is well known by Dunkl (see e.g. [DX]) that the operators Ti commute with
Tif ∈ C1(RN ) for f ∈ C2(RN ). Moreover, the Ti lower the degree of homogeneous
polynomials in N variables by one like the usual partial derivative operators, which
appear as special cases for k = 0.

We next introduce the Dunkl Laplacian Lk :=
∑N
i=1 T

2
i as well as its renor-

malization Lk := 1
2Lk, which fits better to the usual normalization of Brownian

motions in probability. Lk is given explicitly by

Lkf(x) =
1

2
∆f(x) +

∑
α∈R+

k(α)
(∇f(x) · α

α · x
+
f(σα(x))− f(x)

(α · x)2

)
(6.1)

for f ∈ C2
c (RN ) with the usual Laplacian ∆ on RN ; see e.g. [CGY, RV2]. The

operator Lk is the generator of some Feller semigroup on RN whose transition
densities can be written down explicitly in terms of so-called Dunkl kernels; see
[R1, RV1] for details. Associated Feller processes (Xt,k)t≥0 on RN with càdlàg paths
are called Dunkl processes associated with the root system R with multiplicity k.

Let us briefly discuss the corresponding Bessel processes. For this we fix some
closed Weyl chamber associated with R. This chamber may be regarded as the space
RN/W of all W -orbits in RN , i.e., for each x ∈ RN there is some unique π(x) ∈ C
for some π ∈ W . We thus have some canonical projection π : RN → RN/W ' C,
and we can consider the projected processes

(XW
t,k := π(Xt,k))t≥0

on C. By symmetry arguments, these processes (XW
t,k)t≥0 are time-homogeneous

diffusion processes on C with reflecting boundaries and with the generators

LWk f(x) =
1

2
∆f(x) +

∑
α∈R+

k(α)
∇f(x) · α
α · x

(6.2)

for functions f ∈ C2
c (RN ) which are W -invariant. Notice that this restriction of the

domain of LWk fits to the reflecting boundaries. These diffusions on C are called
Bessel processes associated with the root system R with multiplicity k.

We now discuss examples which are connected with the preceding sections:
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Examples 6.1. (1) For N ≥ 2, the root system of type AN−1 is given by

R = {ei − ej : i, j = 1, . . . , N, i 6= j}

where ei ∈ RN is the i-th unit vector. Here, W is the symmetric group
acting on RN as usual, the multiplicity k is just a constant, the Weyl
chamber C may be chosen as CAN from the introduction, and the generator
in (6.2) is just the generator of the Bessel process of type AN−1 as in (1.2).

(2) For N ≥ 1, the root system of type BN is given by

R = {±(ei ± ej) : 1 ≤ i < j ≤ N} ∪ {±
√

2 · ei : i = 1, . . . , N}.

Here, W is the hyperoctahedral group ZN2 n SN , the multiplicity k con-
sists of 2 constants, the Weyl chamber C may be chosen as CBN from the
introduction, and the generator in (6.2) is just the generator of the Bessel
process of type BN introduced in (1.5).

We now consider the freezing of Dunkl processes similar to that of Bessel pro-
cesses in the preceding sections. For this we fix some root system R and write the
multiplicity function k : R→ [0,∞[ as k = β·k0 with some fixed multipicity function
k0 and a varying constant β > 0. For an Dunkl process (Xt,k)t≥0 on RN associated

with R and k, we now also study its renormalized version (X̃t,k := 1√
β
Xt,k)t≥0

which then has the generator

L̃k0,βf(x) =
1

2β
∆f(x) +

∑
α∈R+

k0(α)
(∇f(x) · α

α · x
+
f(σα(x))− f(x)

(α · x)2

)
(6.3)

for f ∈ C2
c (RN ). Clearly, this is also the generator of some Feller semigroup for

β = ∞. Associated Feller processes then will be called frozen Dunkl processes
associated with R and k0. These processes are pure jump processes.

Example 6.2. In the next section we study frozen Dunkl processes for the root
system BN . Here we choose the fixed multiplicity k0, which consists of 2 parameters,
as k0 = (1, ν) with ν ≥ 0. In this case, we denote the frozen Dunkl processes on

RN by (Xt,ν)t≥0. The associated generator L̃k0,∞ according to (6.3) will now be
denoted as Lν for simplicity. We then have

Lνu(x) =

N∑
i=1

(∑
j: j 6=i

2xi
x2i − x2j

+
ν

xi

)
uxi(x) +

ν

2

N∑
i=1

u(σix)− u(x)

x2i

+
1

2

∑
i,j: j 6=i

(u(σi,jx)− u(x)

(xi − xj)2
+
u(σ−i,jx)− u(x)

(xi + xj)2

)
(6.4)

for u ∈ C2(RN ) with the reflections σi, σi,j , σ
−
i,j (i 6= j) on RN where σi changes the

sign of the i-th coordinate, σi,j exchanges the coordinates i, j, and σ−i,j exchanges
the coordinates i, j and changes the signs of these coordinates in addition.

The Dunkl Laplacians L̃k0,β from (6.3) for the root system BN with k0 = (1, ν)

will be denoted by L̃ν,β in the next sections.

7. Empirical limit distributions for frozen Dunkl processes of type B

In this section we study the empirical distributions of frozen Dunkl processes
(Xt,ν)t≥0 of type B on RN with the generators Lν defined in (6.4). We assume
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that these processes start in deterministic points in RN . Moreover, we denote the
components of Xt,ν by Xj,t,ν for j = 1, . . . , N .

Similar to Sections 2 and 4 we study the (random) normalized empirical measures

µN,t,ν :=
1

N
(δX1,t,ν/

√
N + . . .+ δXN,t,ν/

√
N ) ∈M1(R). (7.1)

of the processes (Xt,ν)t≥0 of dimension N for N → ∞. For this we study their
moments

SN,l,ν(t) :=
1

N l/2+1
(X l

1,t,ν + . . .+X l
N,t,ν) (l ≥ 0). (7.2)

By the very construction of the processes (Xt,ν)t≥0, the even moments SN,2l,ν(t) are
deterministic (and closely related to corresponding moments of the corresponding
frozen Bessel processes of type B in Section 4), while this is not the case for the
odd moments SN,2l+1,ν(t) (l ≥ 0). With the functions

ul(x) := xl1 + . . .+ xlN (l ≥ 0)

we have

SN,l,ν(t) =
1

N1+l/2
· ul(Xt,ν) (l ≥ 0). (7.3)

We now compute Lνul for l ≥ 0. For this we observe that all ul are invariant
under permutations of coordinates. Therefore, for all u := ul

Lνu(x) =

N∑
i=1

(∑
j: j 6=i

2xi
x2i − x2j

+
ν

xi

)
uxi(x) +

ν

2

N∑
i=1

u(σix)− u(x)

x2i

+
1

2

∑
i,j: j 6=i

u(σ−i,jx)− u(x)

(xi + xj)2
. (7.4)

Moreover, Dynkin’s formula for Markov processes (see e.g. Section III.10 of [RW])
shows that the processes

(
ul(Xt,ν)− ul(X0,ν)−

∫ t

0

(Lνul)(Xs,ν) ds
)
t≥0

(7.5)

are martingales. Hence, for all l ≥ 0,

d

dt
E(ul(Xt,ν)) = E((Lνul)(Xt,ν)). (7.6)

We now compute Lνul for l ≥ 0. We first notice that u0 = N and thus Lνu0 =
0. Moreover, a simple computation yields that Lνu1 = 0. By Dynkin’s formula
(7.5) this corresponds to the well-known fact that the process (u1(Xt,ν))t≥0 is a
martingale; see e.g. [RV1]. We next turn to the general odd case u2l+1 for l ≥ 1.
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By (7.4) we have

Lνu2l+1(x) =

N∑
i=1

(∑
j: j 6=i

2x2l+1
i

x2i − x2j
+ νx2l−1i

)
(2l + 1)

−
∑

i,j: j 6=i

x2l+1
i + x2l+1

j

(xi + xj)2
− ν

N∑
i=1

x2l−1i

= (2l + 1)
∑

i,j: j 6=i

x2l+1
i − x2l+1

j

x2i − x2j
−
∑

i,j: j 6=i

2l∑
h=0

(−1)h
xhi x

2l−h
j

xi + xj

+ (2l + 1)νu2l−1(x)− νu2l−1(x)

and thus

Lνu2l+1(x) = (2l + 1)
∑

i,j: j 6=i

2l∑
h=0

xhi x
2l−h
j

xi + xj

−
∑

i,j: j 6=i

2l∑
h=0

(−1)h
xhi x

2l−h
j

xi + xj
+ 2lνu2l−1(x)

=
∑

i,j: j 6=i

1

xi + xj

(
2l

l∑
h=0

x2hi x
2l−2h
j + 2(l + 1)

l−1∑
h=0

x2h+1
i x2l−2h−1j

)
+ 2lνu2l−1(x)

=
∑

i,j: j 6=i

(
2lx2l−1j + 2x2l−2j xi + (2l − 2)x2l−3j x2i + 4x2l−4j x3i + . . .

. . .+ 2xjx
2l−2
i + 2lx2l−1i

)
+ 2lνu2l−1(x)

= 2
( ∑
i,j: j 6=i

l−1∑
h=0

x2hi x
2l−1−2h
j (l − h) +

∑
i,j: j 6=i

l−1∑
h=0

x2hj x
2l−1−2h
i (l − h)

)
+ 2lνu2l−1(x)

= 4
∑

i,j: j 6=i

l−1∑
h=0

(l − h)x2hi x
2l−1−2h
j + 2lνu2l−1(x). (7.7)

As
∑
i,j: j 6=i x

2h
i x

2l−1−2h
j = u2h(x)u2l−1−2h(x)−u2l−1(x),

∑l−1
h=0(l−h) = l(l+ 1)/2

and u0 = N , we get

Lνu2l+1 = 2lνu2l−1 + 4

l−1∑
h=0

(l − h)u2hu2l−1−2h − 4

l−1∑
h=0

(l − h)u2l−1

= (2lν + 4lN − 2l(l + 1))u2l−1 + 4

l−1∑
h=1

(l − h)u2hu2l−1−2h

= 2l(2N + ν − (l + 1))u2l−1 + 4

l−1∑
h=1

(l − h)u2hu2l−1−2h. (7.8)
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Moreover, by a similar computation we obtain in the even case for l ≥ 1 that

Lνu2l = 2l(ν + l + 1)u2l−2 + 2l

l−1∑
h=0

u2hu2l−2−2h. (7.9)

If we combine (7.6) with (7.8) and use that u2h(Xt,ν) is deterministic, we see that

d

dt
E(u2l+1(Xt,ν)) = E((Lνu2l+1)(Xt,ν))

= 2l(2N + ν − (l + 1))E(u2l−1(Xt,ν))

+ 4

l−1∑
h=1

(l − h)u2h(Xt,ν) · E(u2l−1−2h(Xt,ν)).

Therefore, by (7.3),

d

dt
E(SN,2l+1,ν(t)) =

2l(2N + ν − (l + 1))

N
E(SN,2l−1,ν(t)) (7.10)

+ 4

l−1∑
h=1

(l − h)SN,2h,ν(t)E(SN,2l−1−2h,ν(t)).

Moreover, in the even case we obtain in a similar way from (7.9) that

d

dt
SN,2l,ν(t) =

2l(ν + l + 1)

N
SN,2l−2,ν(t) + 2l

l−1∑
h=0

SN,2l−2−2h,ν(t)SN,2h,ν(t). (7.11)

These two recurrence relation and the methods of the proofs of Lemmas 2.4 and
4.3 now readily lead to the following limit result.

Lemma 7.1. Let (xN,k)1≤k≤N ⊂ R be the starting sequences of the frozen Dunkl
processes (Xt,ν)t≥0 for N ∈ N with X0,ν = (xN,1, . . . , xN,N ) such that

cl(0) := lim
N→∞

SN,l,ν(0) = lim
n→∞

1

N l/2+1
(xlN,1 + . . .+ xlN,N ) <∞

exists for all l ∈ N0. Assume that ν = ν(N) depends on N with limN→∞
ν(N)
N = ν0

with some constant ν0 ≥ 0. Then for l ∈ N0,

cl(t) := lim
N→∞

E(SN,l,ν(N)(t))

exists locally uniformly in t ∈ [0,∞[ and satisfies the recurrence relations c0(t) = 1,
c1(t) = c1(0), and for l ≥ 1,

c2l(t) = c2l(0) + 2l

∫ t

0

(
ν0c2l−2(s) +

l−1∑
h=0

c2h(s)c2l−2h−2(s)
)
ds, (7.12)

c2l+1(t) = c2l+1(0) +

∫ t

0

(
2lν0c2l−1(s) + 4

l−1∑
h=0

(l − h)c2h(s)c2l−2h−1(s)
)
ds. (7.13)

Please notice that the even limit moments c2l(t) in (7.12) have the same recur-
rence relation as the moments cl(t) in (4.5) in the context of Bessel processes of
type B up to an factor 2, This factor 2 is caused by by the slightly different scalings
of the emirical measures in (7.1) and (4.2).

We now proceed as in Sections 2 and 4 and obtain that under some mild con-
ditions on the initial data, the cl(t) (l ≥ 0) in the lemma are the moments of
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unique probability measures µt for t ≥ 0. For this we fix some probability measure
µ ∈M1(R) which is determined uniquely by its moments cl (l ≥ 0). We now choose
(xN,n)N≥1,1≤n≤N ⊂ R with xN,n−1 ≥ xN,n for 2 ≤ n ≤ N such that the empirical
measures

µN,0 :=
1

N
(δxN,1/

√
N + . . . δxN,N/

√
N )

tend weakly to µ for N →∞, i.e., by the moment convergence theorem, that

lim
N→∞

SN,l,ν(0) := lim
N→∞

1

N l/2+1
(xlN,1 + . . .+ xlN,N ) = cl (l ≥ 0).

For N ≥ 2 we now consider the measures µN,t,ν from (7.1). The proof of the
following result is now completely analogous to that of Propositions 2.8 or 4.6:

Proposition 7.2. Let µ ∈ M1(R) be a probability measure for which the moment

condition (2.13) holds. Assume that with the preceding notations limN→∞
ν(N)
N =

ν0 ≥ 0 exists. Then for t ≥ 0 there are unique probability measures µt ∈M1(R) with
the moments (cl(t))l≥0. Moreover, for all t ≥ 0, the moment condition (2.13) holds
for µt, and µt is the weak limit of the empirical measures µN,t,ν(N) for N →∞.

In the situation of Proposition 7.2 we now derive PDEs for the Stieltjes trans-
forms

G(t, z) := Gµt(z), GN (t, z) := GµN,t,ν(N)
(z) (t ≥ 0, z ∈ C,=z 6= 0)

of the measures µt and µN,t,ν(N). As the recurrence relations in Lemma 7.1 are
different for even and odd moments, we decompose µt and µN,t,ν(N) into their even
and odd parts and study the Stieltjes transforms of these measures. We thus define
the reflected probability measures µ∗t ∈M1(R) with µ∗t (A) = µt(−A) for Borel sets
A ⊂ R and

µt,even :=
1

2
(µt + µ∗t ), µt,odd :=

1

2
(µt − µ∗t ).

Please notice that µt,odd usually is a signed measure, and that µt = µt,even+µt,odd.
We now introduce the Stieltjes transforms

Geven(t, z) := Gµt,even(z), Godd(t, z) := Gµt,odd(z)

with G = Geven + Godd. As by the definition (2.17) of the Stieltjes transform
Gµ∗t (z) = −Gµt(−z), and as Gµt(z) =

∑∞
l=0 cl(t)z

−(l+1) for |z| sufficiently large,
we obtain that

Geven(t, z) =
1

2
(G(t, z)−G(t,−z)) =

∞∑
l=0

c2l(t)

z2l+1
= zG̃even(t, z2)

Godd(t, z) =
1

2
(G(t, z) +G(t,−z)) =

∞∑
l=0

c2l+1(t)

z2l+2
= G̃odd(t, z2) (7.14)

with the functions

G̃even(t, z) :=

∞∑
l=0

c2l(t)

zl+1
, G̃odd(t, z) :=

∞∑
l=0

c2l+1(t)

zl+1
. (7.15)

We use the corresponding notations and relations also for the measures µN,t,ν(N).
In the setting of Proposition 7.2 we now have:



34 MICHAEL VOIT, JEANNETTE H.C. WOERNER

Proposition 7.3. The Stieltjes transforms Geven, Godd and the functions G̃even, G̃odd

satisfy the PDEs

G̃event (t, z) = −2ν0G̃
even
z (t, z)− 4zG̃evenz (t, z)G̃even(t, z)− 2G̃even(t, z)2,

G̃oddt (t, z) =
(
−2ν0 − 4zG̃even(t, z)

)
G̃oddz (t, z) (7.16)

and

Gevent (t, z) = ν0

(Geven(t, z)

z2
− Gevenz (t, z)

z

)
− 2Geven(t, z)Gevenz (t, z)

Goddt (t, z) =
(
−ν0
z
− 2Geven(t, z)

)
Goddz (t, z) (7.17)

for t ≥ 0, z ∈ H.

Proof. We first consider G̃even. Here, (7.15), d
dtc0(t) = 0, and (7.12) imply that

d

dt
G̃even(t, z) =

∞∑
l=1

1

zl+1

d

dt
c2l(t) =

∞∑
l=0

1

zl+2

d

dt
c2l+2(t)

=

∞∑
l=0

1

zl+2

(
2(l + 1)ν0c2l(t) + 2

l∑
h=0

(l + 1)c2h(t)c2l−2h(t)
)

= −2ν0G̃
even
z (t, z)− 2

d

dz

(
z · G̃even(t, z)2

)
(7.18)

which implies the first equation in (7.16). Moreover, (7.15), d
dtc1(t) = 0, and (7.13)

lead to

d

dt
G̃odd(t, z) =

∞∑
l=1

1

zl+1

d

dt
c2l+1(t) =

∞∑
l=0

1

zl+2

d

dt
c2l+3(t)

=

∞∑
l=0

1

zl+2

(
2(l + 1)ν0c2l+1(t) + 4

l∑
h=0

(l + 1− h)c2h(t)c2l+1−2h(t)
)

= −2ν0G̃
odd
z (t, z)− 4G̃even(t, z)G̃oddz (t, z). (7.19)

Please notice that we here interchanged derivatives and summations several times.
This can be made precise by the same methods as in the proof of Proposition 2.9
by studying the corresponding approximating PDEs for the Stieltjes transforms of
the measures µN,t,ν(N).

Finally, the equations in (7.17) follow from that in (7.16) by an easy computation.
�

We now analyze the PDEs (7.17) with the corresponding initial data for t = 0.
Clearly, the quasilinear PDE for Geven has to be solved first which then leads to
the even parts µt,even of our probability measures µt. On the other hand, the
remark after Lemma 7.1 implies that the µt,even can be determined via the results
in Section 4. More precisely, this remark and Theorem 4.8 imply:

Corollary 7.4. For t ≥ 0, the even parts µt,even of the probability measures µt of
Proposition 7.2 are the unique even probability measures on R whose pushforwards
under the mapping x 7→ x2/2 are given by µMP,ν0,t � (µsc,2

√
t � µeven)2. Hence,

µt,even =
(√

µMP,ν0,2t � (µsc,2
√
2t � µeven)2

)
even

(t ≥ 0). (7.20)
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Therefore, if the initial measure µ0 = µ is even, then the associated linear PDE
for Godd in (7.17) has the solution Godd = 0, i.e., the µt of Proposition 7.2 are given
by the measures in Eq. (7.20).

We now study the case where the initial measure µ0 = µ is not even. We
here have to solve the linear PDE of first order in (7.17) for Godd by using Geven

from Corollary 7.4. This can be carried out by classical methods on PDEs; see
e.g. Section 1.2 of [St]. However, we can solve the second PDE (7.17) directly:

Lemma 7.5. Let µ ∈ M1(R) be a probability measure for which the moment con-
dition (2.13) holds. Let D ⊂ H be some non-empty open domain such that there is
some (analytical) function K with

K[Gµeven(z) · (Gµeven(z) + ν0Gδ0(z))] = z (z ∈ D).

Then, with the measures µt,even from Eq. (7.20),

G(t, z) := Gµodd [K
(
Gµt,even(z) · (Gµt,even(z) + ν0Gδ0(z))

)
] +Gµt,even(z) (7.21)

is the solution of (7.17) with the initial condition G(0, z) = Gµ(z) for z ∈ D.
In particular, for ν0 = 0 this solution simplifies to

G(t, z) = Gµ(G−1µeven(Gµsc,2√2t�µeven
(z))). (7.22)

Proof. We first notice that the Stieltjes transforms Gµ, Gµeven are analytic on C\R
where, by (7.15), Gµeven(w) = 1

w +
∑∞
l=1

c2l(0)
wl+1 for |w| sufficiently large. This

implies that Gµeven · (Gµeven + ν0Gδ0) is not constant on H which ensures that
there are plenty of non-empty open domains D ⊂ H where this function admits
some analytical inverse function K.

We now analyze the right hand side of (7.21). As (z, t) 7→ Gµt,even(z) solves
the first PDE in (7.17) by Corollary 7.4, we only have to establish that the first
summand of (7.21) solves the second PDE in (7.17), and that the initial value is
correct. The first summand in (7.21) has the form

Godd(z, t) := f(Geven(z, t) · (Geven(z, t) +
ν0
z

)).

Hence,

Goddt (z, t) = f ′(Geven(z, t) · (Geven(z, t) +
ν0
z

)) ·Gevent (z, t)(2Geven(z, t) +
ν0
z

)

and

Goddz (z, t) = f ′(Geven(z, t) · (Geven(z, t) +
ν0
z

)) ·

·[2Geven(z, t)Gevenz (z, t) +Gevenz (z, t) · ν0
z
− ν0
z2
Geven(z, t)].

These derivatives yield immediately that Godd satisfies the second PDE in (7.17).
Moreover, a simple calculation shows that the corresponding initial value is correct.

Let us consider the special case ν0 = 0. Here, Gµt,even = Gµsc,2√2t�µeven
and

K = (G2
µeven)−1. This reduces the function in (7.21) to that in (7.22). �

We now discuss an example with ν0 = 0 where the initial distribution µ has a
semicircle law as initial even part.

Example 7.6. Let the starting distribution µ be the quartercircle distribution on
[0, 2] with Lebesgue density 1

π

√
4− x21[0,2]. Then

µeven = µsc,2 and µsc,2
√
2t � µeven = µsc,2

√
2t+1.
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Moreover,

Gµsc,2(z) =
1

2
(z −

√
z2 − 4) and G−1µsc,2(z) = z + 1/z (7.23)

(see e.g. page 305 of [AGZ]) and thus

w(z) := Gµsc,2√2t+1
(z) =

1√
2t+ 1

Gµsc,2

( z√
2t+ 1

)
(7.24)

=
1

2(2t+ 1)

(
z −

√
z2 − 4(2t+ 1)

)
.

Now consider the probability measures µt for t ≥ 0 whose even parts are the
semicircle laws µsc,2

√
2t+1. The µt are supported on [−2

√
2t+ 1,+2

√
2t+ 1] and

admit densities ft. We recapitulate from Theorem 2.4.3 of [AGZ] that for x ∈
]− 2

√
2t+ 1,+2

√
2t+ 1[

ft(x) =
−1

π
lim
ε↓0
=G(t, x+ iε) (7.25)

where we can determine G(t, x+ iε) by Lemma 7.5. Moreover, as the even parts of
the µt are already known, we can restrict our attention to x ∈]0, 2

√
2t+ 1[.

For z := x+ iε with ε > 0 we then see that

lim
ε↓0

w(x+ iε) =
1

2(2t+ 1)

(
x− i

√
4(2t+ 1)− x2

)
= w(x) =: w (7.26)

is contained in the closed fourth quadrant with |w| = 1/
√

2t+ 1 ≤ 1. In particular,
1/w is in the closed first quadrant with |1/w| ≥ |w|, and 1/w+w and 1/w−w are
also in the closed first quadrant.

We next determine

Gµ(u) =
1

π

∫ 2

0

√
4− x2
u− x

dx.

As e.g. by WOLFRAM Alpha∫ √
4− x2
u− x

dx =−
√

4− x2 + u arcsin(x/2)

+
√

4− u2
(

ln(
√

(4− x2)(4− u2)− xu+ 4)− ln(u− x)
)

+ c,

we obtain

Gµ(u) =
2

π
+
u

2
+

√
4− u2
π

(
ln(2− u)− ln(u− 2)− ln(

√
4− u2 + 2) + lnu

)
=

2

π
+
u

2
±
√
u2 − 4−

√
4− u2
π

(
ln(
√

4− u2 + 2)− lnu
)
. (7.27)

For w as above we now define u := 1/w+w. We then have
√
u2 − 4 = ±(1/w−w).

An analysis of the correct branch of the square root for u in the closed first quadrant
and (7.21) now lead to

lim
ε↓0

G(t, x+ iε) = Gµ(G−1µeven(Gµsc,2√2t�µeven
(x))) (7.28)

=
2

π
+

1/w + w

2
+ (w − 1/w)− i

π
(1/w − w) ln

(√4− u2 + 2

u

)
=

2

π
+

1/w + w

2
+ (w − 1/w)− i

π
(1/w − w) ln

( i(1/w − w) + 2

1/w + w

)
.
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Moreover, as 1/w = (2t+ 1)w̄, we obtain from (7.26) that

=
(1/w + w

2
+ (w − 1/w)

)
= −1 + t/2

2t+ 1

√
4(2t+ 1)− x2

and

=(w − 1/w) = − t+ 1

2t+ 1

√
4(2t+ 1)− x2.

Furthermore, as

i(1/w − w) + 2

1/w + w
=
i− iw2 + 2w

1 + w2
=

(−i)(w2 + 2iw − 1)

1 + w2
=

(−i)(w + i)2

(w + i)(w − i)

=
(−i)(w + i)

w − i
=

(−i)(w + i)(w̄ + i)

(w − i)(w̄ + i)
=

(−i)(w + i)(w̄ + i)

|w − i|2

=
w + w̄ + i(1− ww̄)

|w − i|2
,

we obtain from (7.26) that

= ln
( i(1/w − w) + 2

1/w + w

)
= arctan

(1− ww̄
w + w̄

)
= arctan(2t/x).

Finally, <(w − 1/w) = − tx
2t+1 and

< ln
( i(1/w − w) + 2

1/w + w

)
= < ln

(w + i

w − i

)
=

1

2
ln
(2(t+ 1)−

√
4(2t+ 1)− x2

2(t+ 1) +
√

4(2t+ 1)− x2
)

In summary, we see from arctan y + arctan(1/y) = π/2 for y > 0 that for x ∈
]0, 2
√

2t+ 1[,

ft(x) =
−1

π
lim
ε↓0
=G(t, x+ iε) (7.29)

=
1

(2t+ 1)π

(1

2
+
t+ 1

π
arctan

x

2t

)√
4(2t+ 1)− x2

− 1

π2

tx

2(2t+ 1)
ln
(2(t+ 1) +

√
4(2t+ 1)− x2

2(t+ 1)−
√

4(2t+ 1)− x2
)
.

Moreover, as the even part of µt is the semicircle law µsc,2
√
2t+1, Eq. (7.29) remains

also valid for x ∈]− 2
√

2t+ 1, 0[.
In order to understand densities ft better, we define the rescaled densities

f̃t(x) =
√

2t+ 1f(x
√

2t+ 1)

of probability measures on [−2, 2]. We then have for x ∈ [−2, 2],

f̃t(x) =
1

π

(1

2
+
t+ 1

π
arctan(

√
2t+ 1x/(2t))

)√
4− x2

− 1

π2

tx

2
ln
(1 +

√
2t+1

2(t+1)

√
4− x2

1−
√
2t+1

2(t+1)

√
4− x2

)
. (7.30)

A Taylor expansion of the arctan- and ln-term now yields that

f̃t(x) =

√
4− x2
2π

+
2
√

2 · x
√

4− x2
3π2

·O(
1√
t
) +O(1/t) (7.31)
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for t → ∞ where the term O( 1√
t
) is independent of x ∈ [−2, 2] while the term

O(1/t) may depend on x. In particular, for t → ∞, f̃t tends to the density of the
semicircle law µsc,2, i.e., the influence of the asymmetric starting measure vanishes

of order O( 1√
t
). Figure 1 illustrates the time-behaviour of f̃t(x). It is plotted for

t = 0.1 (bold black), t = 1 (dashed), t = 10 (dashed small), t = 100 (dotted)
together with the start t = 0 and the limit t→∞ (both grey).

-2-2 -1.5-1.5 -1-1 -0.5-0.5 0.50.5 11 1.51.5 22
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0.30.3

0.40.4
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0.60.6

0.70.7

00

Figure 1. f̃t(x) for t = 0, 0.1, 1, 10, 100 and t =∞.

8. Limit theorems for Dunkl processes of type B

In this section we proceed to the next step and study the empirical distributions
of normalized Dunkl processes (X̃t,ν,β)t≥0 of type B on RN with the generators

L̃ν,β = 1
2β∆ + Lν with Lν as in (6.4); see Example 6.2. On some informal level,

the processes (X̃t,ν,β)t≥0 converge for β → ∞ to the frozen Dunkl processes. We
assume that these processes start in deterministic points in RN independent of β.

We denote the components of Xt,ν,β by Xj
t,ν,β for j = 1, . . . , N , and similar to

Sections 3 and 5 we study the random normalized empirical measures

µN,t,ν,β :=
1

N
(δX̃1

t,ν,β/
√
N + . . .+ δX̃Nt,ν,β/

√
N ) ∈M1(R) (8.1)

of the processes (X̃t,ν,β)t≥0 for N → ∞. We claim that the measures µN,t,ν,β
converge to the same limit as the normalized empirical measures of the expectations
of the frozen Dunkl process of the previous section. For this we study the moments

SN,l,ν,β(t) :=
1

N l/2+1
((X̃1

t,ν,β)l + . . .+ (X̃N
t,ν,β)l) (l ≥ 0). (8.2)
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By the construction of the processes (X̃t,ν,β)t≥0, the even moments SN,2l,ν,β(t) are
closely related to corresponding moments of the Bessel processes of type B, and
for them we can proceed as in Section 5. The odd moments however are different
due to the additional jump components. We proceed as in Section 3 with a Lemma
concerning the symmetric monomials mλ and refer to the notation there.

Lemma 8.1. Let (xN )N≥1 := (xN,n)N≥1,1≤n≤N ⊂ R be a family of starting num-
bers with xN,n−1 ≥ xN,n for 2 ≤ n ≤ N , for which

lim
N→∞

mλ(xN )

N ! ·N |λ|/2
<∞

exists for all λ ∈ P.
Let β ∈ [1/2,∞], ν > 0, and (X̃t,ν,β)t≥0 the renormalized Dunkl processes with

start in (xN,1, . . . , xN,n). Then, for all λ ∈ P, the limits

lim
N→∞

E(mλ(X̃t,ν,β))

N ! ·N |λ|/2

exist locally uniformly in t and are independent from β.

Proof. We prove this statement by induction on |λ|. For λ = 0 we have mλ(x) = N !
and thus the claim. For λ = (1, 0, . . . , 0) we have mλ(x) = (N−1)! · (x1 + . . .+xN ).
Thus, by Itô’s formula for Dunkl processes in Corollary 3.6 of [CGY]

N∑
i=1

X̃i
t,ν,β =

N∑
i=1

xN,i +
1√
β

N∑
i=1

Bit +
√

2ν

N∑
i=1

M i
t + 2

N∑
i=1

∑
j 6=i

M ij−
t , (8.3)

where, by Eq. (50) of [CGY], the jump components of the normalized Dunkl process

M i and M ij− associated to the different roots are given by

M i
t =

∑
s≤t

−
√

2X̃i
s−,ν,β√
ν

1(−X̃is,ν,β 6=X̃
i
s−,ν,β)

+

∫ t

0

√
ν√

2X̃i
s−,ν,β

ds

M ij−

t =
∑
s≤t

−(X̃i
s−,ν,β + X̃j

s−,ν,β)1(−X̃is,ν,β 6=X̃
j
s−,ν,β)

+

∫ t

0

1

X̃i
s−,ν,β + X̃j

s−,ν,β
ds.

Notice that in the RHS of (8.3) the additional sum S := 2
∑N
i=1

∑
j 6=iM

ij
t with

M ij
t =

∑
s≤t

−(X̃i
s−,ν,β − X̃

j
s−,ν,β)1(X̃is,ν,β 6=X̃

j
s−,ν,β)

+

∫ t

0

1

X̃i
s−,ν,β − X̃

j
s−,ν,β

ds

appears for which S = 0 holds. As the M i
t ,M

ij−

t are martingales by [CGY], the
claim follows for |λ| = 1.

Now let λ ∈ P with |λ| ≥ 2; assume that the statement is already shown for
partitions with weight at most |λ|−1. Itô’s formula in Corollary 3.6 of [CGY] yields

mλ(X̃t,ν,β) = mλ(xN )+
1√
β

N∑
i=1

∫ t

0

dmλ

dxi
(X̃s,ν,β)dBis+Mt+

∫ t

0

(L̃ν,βmλ)(X̃s,ν,β)ds

(8.4)



40 MICHAEL VOIT, JEANNETTE H.C. WOERNER

with

Mt :=
√
ν
∑
π∈SN

N∑
i=1

∫ t

0

((X̃i
s−,ν,β)λπ(i) − (−X̃i

s−,ν,β)λπ(i))(X̃
π(λ)
s−,ν,β)i√

2X̃i
s−,ν,β

dM i
s (8.5)

+
∑
π∈SN

∑
i,j: j 6=i

∫ t

0

(X̃i
s−,ν,β)λπ(i)(X̃j

s−,ν,β)λπ(j) − (−X̃i
s−,ν,β)λπ(j)(−X̃j

s−,ν,β)λπ(i)

X̃i
s−,ν,β + X̃j

s−,ν,β

· (X̃π(λ)
s−,ν,β)i,j dM

ij−

s

+
∑
π∈SN

∑
i,j: j 6=i

∫ t

0

(X̃i
s−,ν,β)λπ(i)(X̃j

s−,ν,β)λπ(j) − (X̃i
s−,ν,β)λπ(j)(X̃j

s−,ν,β)λπ(i)

X̃i
s−,ν,β − X̃

j
s−,ν,β

· (X̃π(λ)
s−,ν,β)i,j dM

ij
s

where (xπ(λ))i and (xπ(λ))i,j denote the multivariate products as in Section 3 where
the factors involving xi or in addition xj are omitted respectively.

The diffusion parts 1√
β

∑N
i=1

∫ t
0
dmλ
dxi

(X̃s,ν,β) dBis in (8.4) are martingales by the

same arguments as in the proof of Lemma 3.1, taking into account that the sum of
the squared components is again a one-dimensional Bessel process as all contribu-
tions from the jump components vanish. This yields

E

(
N∑
i=1

∫ t

0

dmλ

dxi
(X̃s,ν,β) dBis

)
= 0 (t ≥ 0).

Moreover, the integrals w.r.t. (M i
t )t, (M

ij−

t )t, (M
ij
t )t are also martingales and hence

their expectations equal to zero. This follows easily from the representation of these

martingales (M i
t )t, (M

ij−

t )t, (M
ij
t )t as compensated sums of jumps as on p. 125 of

[CGY]; for instance, for (M i
t )t we have∑

π∈SN

N∑
i=1

∫ t

0

((X̃i
s−,ν,β)λπ(i) − (−X̃i

s−,ν,β)λπ(i))(X̃
π(λ)
s−,ν,β)i√

2X̃i
s−,ν,β

√
νdM i

s

= −
∑
π∈SN

N∑
i=1

∑
s≤t

((X̃i
s−,ν,β)λπ(i) − (−X̃i

s−,ν,β)λπ(i))(X̃
π(λ)
s−,ν,β)i1(−X̃is,ν,β 6=X̃

i
s−,ν,β)

+ν

∫ t

0

∑
π∈SN

N∑
i=1

((X̃i
s−,ν,β)λπ(i) − (−X̃i

s−,ν,β)λπ(i))(X̃
π(λ)
s−,ν,β)ids.

We finally turn to the drift term of the RHS in in (8.4). We there observe that by

the theory of Dunkl operators (see e.g. [DX]) L̃ν,βmλ is a homogeneous polynomial

of the order |λ|−2. Moreover, by the definition of L̃ν,β in Section 6, it can be easily
checked that it also symmetric and that it has the form 1

2βQλ +Rλ with

Qλ(x) =
∑
π∈SN

N∑
i=1

λπ(i)(λπ(i) − 1)(xi)
λπ(i)−2(xπ(λ))i

and with some symmetric homogeneous polynomial Rλ of order |λ| − 2 which only
depends on ν, but not on β. The methods of the proof of (3.8) show that Qλ is

a linear combination of the mλ̃ with |λ̃| = |λ| − 2 with coefficients independent of
N ≥ L(λ). Moreover, as in the proof of Lemma 3.1, Rλ is a linear combination of
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the mλ̃ with |λ̃| = |λ|− 2 with coefficients cλ̃ such that the terms cλ̃/N converge to
some limits for N → ∞. As in the proof of Lemma 3.1, these assertions together
with the induction assumption now lead to claim for λ. �

Remark 8.2. The proof of Lemma 8.1 shows that for fixed β and λ, the limit in
Lemma 8.1 has order O(1/N).

Lemma 8.1 has the following application to the moments SN,l(t):

Corollary 8.3. Let (xN,n)N≥1,1≤n≤N ⊂ R be starting numbers with xN,n−1 ≥ xN,n
for 2 ≤ n ≤ N , for which the convergence condition in Lemma 7.1 holds. Let
β ∈ [1/2,∞], ν > 0 , and let for N ≥ 2, (X̃t,ν,β)t≥0 the renormalized Dunkl
processes starting in (xN,1, . . . , xN,n). Then, for l ∈ N0 and cl(t) from Lemma 7.1,

E(SN,l(t))→ cl(t) for N →∞

Proof. This follows from Lemma 8.1 analogous to the proof of Corollary 3.3. �

Corollary 8.3 can be extended to an a.s. result:

Theorem 8.4. Consider the Dunkl processes (X̃t,ν,β)t≥0 with β ≥ 1/2, ν > 0 and
with starting sequences (xN,i)i≥1 ⊂ R as before such that for l ≥ 0,

cl(0) := lim
N→∞

SN,l,ν,β(0) = lim
n→∞

1

N l/2+1
(xlN,1 + . . .+ xlN,N ) <∞

exists. Let ν = ν(N) with ν0 := limN→∞ ν(N)/N ≥ 0. Then, for l ∈ N0,

cl(t) := lim
N→∞

SN,l,ν,β(t)

exists a.s. locally uniformly in t ∈ [0,∞[. Furthermore, the cl(t) satisfy the recur-
rence relation from Lemma 7.1, i.e., c0(t) = 1, c1(t) = c1(0), and for l ≥ 1,

c2l(t) = c2l(0) + 2l

∫ t

0

(
ν0c2l−2(s) +

l−1∑
h=0

c2h(s)c2l−2h−2(s)
)
ds,

c2l+1(t) = c2l+1(0) +

∫ t

0

(
2lν0c2l−1(s) + 4

l−1∑
h=0

(l − h)c2h(s)c2l−2h−1(s)
)
ds.

Proof. Again, by Itô’s formula for Dunkl processes in Corollary 3.6 of [CGY], we
obtain for l ≥ 1

N∑
i=1

(X̃i
t,ν,β)l =

N∑
i=1

xli +Dl(t) +
l√
β

N∑
i=1

∫ t

0

(X̃i
s,ν,β)l−1dBis (8.6)

+

N∑
i=1

∫ t

0

(X̃i
s−,ν,β)l − (−X̃i

s−,ν,β)l
√

2X̃i
s−,ν,β

√
νdM i

s

+

N∑
i=1

∑
j 6=i

∫ t

0

(X̃i
s−,ν,β)l − (−X̃j

s−,ν,β)l + (X̃j
s−,ν,β)l − (−X̃i

s−,ν,β)l

X̃i
s−,ν,β + X̃j

s−,ν,β
dM ij−

s
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with the drift term

Dl(t) :=

∫ t

0

l

N∑
i=1

∑
j 6=i

2(X̃i
s,ν,β)l

(X̃i
s,ν,β)2 − (X̃j

s,ν,β)2
ds

+

N∑
i=1

∫ t

0

(lν +
l(l − 1)

2β
)(X̃i

s,ν,β)l−2ds

+
ν

2

∫ t

0

N∑
i=1

(−X̃i
s−,ν,β)l − (X̃i

s−,ν,β)l

(X̃i
s−,ν,β)2

ds

+
1

2

∫ t

0

N∑
i=1

∑
j 6=i

(−X̃i
s−,ν,β)l + (−X̃j

s−,ν,β)l − (X̃j
s−,ν,β)l − (X̃i

s−,ν,β)l

(X̃i
s−,ν,β + X̃j

s−,ν,β)2
ds.

Please notice that here the sums of the integrals w.r.t. the M ij are zero and thus
omitted. As in the proof of Lemma 8.1, the integrals with respect to Bi,M i,M ij−

in the RHS of (8.6) are martingales. For simplicity we denote them by A1,l, A2,l, A3,l

respectively. We also notice that the covariations between the jump processes as-
sociated to different roots are zero by Eq. (49) in [CGY].

As for the even moments of order 2l all terms associated with the jump compo-
nent of the Dunkl process vanish, we are left with the terms of a Bessel process of
type B, and the claim follows by the results of Section 5.

Hence it remains to prove the claim for the odd moments. Here we proceed
similar to the proof of Theorem 3.4 where we now apply the Burkholder-Davis-
Gundy inequality with exponent four in order to get a sufficiently fast convergence
of the bound leading to a.s. convergence in the end. In fact, (8.6) together with
the Markov inequality, Burkholder-Davis-Gundy inequality with exponent 4 and
the inequality (a+ b+ c)2 ≤ 3(a2 + b2 + c2) for a, b, c ∈ R show that for all l ∈ N0,
ε > 0 and T > 0 and some universal constant c > 0,

sup
s≤T

P
(∣∣∣ 1

N
2l+1

2 +1

( N∑
i=1

(X̃i
s,ν,β)2l+1 −

N∑
i=1

x2l+1
N,i −D

2l+1
t

)∣∣∣ > ε
)

(8.7)

≤ 1

ε4
E
(

sup
s≤T

( 1

N
2l+1

2 +1

(
A1,2l+1 +A2,2l+1 +A3,2l+1

))4)
≤ c

ε4
1

N4l+6
E
(( 3∑

i=1

[Ai,2l+1, Ai,2l+1]T

)2)
≤ 3c

ε4
1

N2

3∑
i=1

E
( 1

N4l+4
[Ai,2l+1, Ai,2l+1]2T

)
=:

3c

ε4
1

N2
BN,T,2l+1.

We next prove
∞∑
N=1

1

N2
BN,T,2l+1 <∞. (8.8)

For this, we show that limN→∞BN,T,2l+1 <∞, which holds if

lim
N→∞

E
( 1

N4l+4
[Ai,2l+1, Ai,2l+1]2T

)
<∞ for i = 1, 2, 3.
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We consider these expectations separately with the aid of Corollary 8.3.
The Brownian martingale A1,2l+1 can be handled as in the proof of Theorem

3.4; in fact, Hölder’s inequality and Corollary 8.3 yield that

E(
1

N4l+4
[A1,2l+1, A1,2l+1]2T ) = E

( (2l + 1)2

βN4l+4

( N∑
i=1

∫ T

0

(X̃i
s,ν,β)4lds

)2)
(8.9)

≤ (2l + 1)2

βN4l+4
E
(
N

N∑
i=1

(∫ T

0

(X̃i
s,ν,β)4lds

)2)
≤ T (2l + 1)2

βN2
E
( N∑
i=1

∫ T

0

(X̃i
s,ν,β)8l

N4l+1
ds
)

=
T (2l + 1)2

βN2

∫ T

0

E(SN,4l,ν,β(s)) ds→ 0

for N → ∞. For A2,2l+1 we use Eq. (48) from [CGY], Hölder’s inequality, and
Corollary 8.3 again and conclude that

E(
1

N4l+4
[A2,2l+1, A2,2l+1]2T ) = E

( 4ν2

N4l+4

( N∑
i=1

∫ T

0

(X̃i
s−,ν,β)4ld[M i,M i]s

)2)
≤ 4ν2

N4l+4
E
(
N

N∑
i=1

(

∫ T

0

(X̃i
s−,ν,β)4lds)2

)
≤ 4T

ν2

N2

N∑
i=1

E
(∫ T

0

(X̃i
s−,ν,β)8l

N4l+1
ds
)

remains bounded for N → ∞; notice here that ν/N tends to ν0. Moreover, using
the polynom division as in (7.7) and Hölder’s inequality three times, we see from
Lemma 8.1 that

E(
1

N4l+4
[A3,2l+1, A3,2l+1]2T )

= E
( 4

N4l+4

( ∑
i,j:j 6=i

∫ T

0

( 2l∑
h=0

(−1)h(X̃i
s−,ν,β)h(X̃j

s−,ν,β)2l−h
)2
d[M ij− ,M ij− ]s

)2)

≤ 4

N4l+4
E
(
N(N − 1)

∑
i,j:j 6=i

(∫ T

0

( 2l∑
h=0

(−1)h(X̃i
s−,ν,β)h(X̃j

s−,ν,β)2l−h
)2
ds
)2)

≤ 4T

N4l+4
E
(
N(N − 1)

∑
i,j:j 6=i

∫ T

0

(

2l∑
h=0

(−1)h(X̃i
s−,ν,β)h(X̃j

s−,ν,β)2l−h)4ds
)

≤ 4T (2l + 1)3E
(N(N − 1)

N2

∑
i,j:j 6=i

∫ T

0

2l∑
h=0

(X̃i
s−,ν,β)4h

N2h+1

(X̃j
s−,ν,β)8l−4h

N4l−2h+1
ds
)

also remains bounded for N →∞. This completes the proof of (8.8).
Looking at the drift term D2l+1 of the RHS of (8.6), we obtain the recurrence

relation (7.13), where ν is replaced by ν + l−1
2β . The desired results now follow by

the same arguments as in the proof of Theorem 3.4 using the results of Lemma 7.1,
as well as Theorem 4.8. �
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As in Section 3, Theorem 8.4 leads to the following final limit theorem.

Theorem 8.5. Let µ ∈ M1([0,∞[) be a probability measure which satisfies the
moment condition (2.13). Let (xN,n)N≥1,1≤n≤N ⊂ [0,∞[ such that the empirical
measures

µN,0 :=
1

N
(δxN,1/

√
N + . . . δxN,N/

√
N ) (8.10)

tend weakly to µ for N →∞. Consider the normalized Dunkl processes (X̃t,ν,β)t≥0
of type B with start in (xN,1, . . . , xN,N ) for N ≥ 2. Then, for t ≥ 0 and

lim
N→∞

ν(N)

N
= ν0 ≥ 0,

the empirical measures

µN,t :=
1

N
(δ X̃1

t,ν,β√
N

+ . . .+ δ X̃N
t,ν,β√
N

)

tend weakly a.s. to the limiting measure whose Stieltjes transform satisfies the PDEs
(7.17) with the corresponding initial condition.
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