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Abstract
This thesis presents two measurements probing the Standard Model of particle
physics with data recorded by the LHCb experiment in Run 1 and Run 2 of the
Large Hadron Collider.

The first measurement is a precise branching fraction determination of the
purely leptonic 𝐵0𝑠 → 𝜇+𝜇− and 𝐵0→ 𝜇+𝜇− decays. The 𝐵0𝑠 → 𝜇+𝜇− branching
fraction is determined with a relative uncertainty of 15%, making it the most
precise single-experiment result available at publication time. The 𝐵0→ 𝜇+𝜇−
decay is not observed. An upper limit on its branching fraction is calculated
to be of 𝒪(10−10) at a confidence level of 95%. These published results strongly
constrain theoretical models of new physics effects in the flavour sector.

The second analysis is the first search for the semi-baryonic 𝐵0𝑠 → 𝑝𝑝̄𝜇+𝜇−
and 𝐵0→ 𝑝𝑝̄𝜇+𝜇− decays. It is the first time that decays of 𝐵0𝑠 mesons via flavour-
changing neutral 𝑏→ 𝑠ℓ+ℓ− transitions into a final state with baryons are studied.
The current state of the measurement and preliminary results are presented.
Expected upper limits on the branching fractions are determined to be of 𝒪(10−9)
at a confidence level of 95%.

Kurzfassung
In dieser Arbeit werden zwei Messungen vorgestellt, die das Standardmodell
der Teilchenphysik prüfen. Dazu werden Daten verwendet, die vom LHCb Ex-
periment in Run 1 und Run 2 des Large Hadron Collider aufgezeichnet wurden.

Die erste Messung ist eine präzise Bestimmung der Verzweigungsverhältnisse
der rein leptonischen 𝐵0𝑠 → 𝜇+𝜇− und 𝐵0→ 𝜇+𝜇− Zerfälle. Das 𝐵0𝑠 → 𝜇+𝜇− Ver-
zweigungsverhältnis wird mit einer relativen Unsicherheit von 15% bestimmt
und ist zum Zeitpunkt der Veröffentlichung das präziseste Ergebnis eines ein-
zelnen Experiments. Der 𝐵0→ 𝜇+𝜇− Zerfall wird nicht beobachtet. Die obere
Ausschlussgrenze für das Verzweigungsverhältnis des Zerfalls liegt in der Grö-
ßenordnung von 𝒪(10−10) bei einem Konfidenzlevel von 95%. Diese veröffent-
lichten Ergebnisse schränken die theoretischen Modelle der Effekte neuer Physik
im Flavour-Sektor stark ein.

Die zweite Analyse ist eine Suche nach den semi-baryonischen 𝐵0𝑠→ 𝑝𝑝̄𝜇+𝜇−
und 𝐵0→ 𝑝𝑝̄𝜇+𝜇− Zerfällen. Es ist das erste Mal, dass Zerfälle von 𝐵0𝑠 Mesonen
über flavour-verändernde neutrale 𝑏→ 𝑠ℓ+ℓ− Übergänge in einen Endzustand
mit Baryonen untersuchtwerden. Der aktuelle Stand derMessung und vorläufige
Ergebnisse werden vorgestellt. Die erwarteten oberen Ausschlussgrenzen für die
Verzweigungsverhältnisse liegen in der Größenordnung von 𝒪(10−9) bei einem
Konfidenzlevel von 95%.
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1 Introduction
The Standard Model of particle physics is a theory that describes the properties
of the fundamental particles of nature and their interactions [1–6]. Since its
development in the 1960s, it has been utilised to make precise predictions about
subatomic processes and the results of particle physics experiments. It has led to
major successes, such as the prediction of the Higgs boson in 1964 [7–9], which
was finally discovered in 2012 [10, 11] and completed the set of elementary
Standard Model particles. So far, the Standard Model is the experimentally most
tested and established theory describing the microcosm on a fundamental level.

However, despite its great success, it has been known for several decades that
more than the Standard Model is needed to describe the mechanisms of the
universe in all its aspects. For example, the Standard Model includes only three
of the four fundamental forces of nature: the electromagnetic, the weak, and
the strong force. It does not explain the gravitational force due to its special
properties as described in Einstein’s general theory of relativity and due to the
fact that its impact only becomes noticeable at greater distances and masses. An-
other problem arises when looking at the cosmological scale. From the rotation
of stars around their galactic centre and the observed accelerated expansion of
the universe, it can be inferred that the visible matter described by the Standard
Model accounts for only 5% of the universe’s energy density. The remaining
fraction consists of “dark matter” (26%) and “dark energy” (69%) [12]. The
origin and nature of these contributions remain unknown, leaving space for new
particles or interactions extending the Standard Model. Furthermore, concern-
ing its internal structure, the Standard Model is introduced with several free
parameters. The question arises whether hidden connections between the free
parameters exist and whether the Standard Model is only one part of a more
complex theory.

To answer the open questions of the Standard Model, particle physicists build
experiments, perform measurements, and conduct research on its predictions.
They aim to increase the knowledge of the universe’s fundamental building
blocks by reducing the uncertainties on the theory’s free parameters and to find
physics beyond the Standard Model (BSM), from which it is known that it must
exist.

In recent decades, the experimental landscape has partly evolved towards
larger experiments that test the StandardModel at high energy scales. The largest
particle accelerator and collider in theworld is the LargeHadron Collider (LHC),
which can produce particles at energies of 𝒪(1TeV). These particles can be found
in direct searches with large detectors. Since the LHC’s maximum acceleration
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1 Introduction

power limits the accessible energy range for these direct searches, a second
approach motivates the study of particle decays with very low Standard Model
rates in indirect searches. It is known that BSM effects must be small (otherwise,
they would have been seen already). Hence, the relative enhancement of such
effects is expected to be much larger for rare than for more frequent decays.
Because the BSM effects are expected to contribute with quantum corrections
or new couplings to the fundamental quark and lepton interactions, potential
new intermediate particles can contribute off-shell at much higher energies of
up to 𝒪(100TeV) [13, 14]. By measuring rare decays, these effects and particles
can be studied indirectly.

The LHCb experiment at the LHC is specialised in indirect measurements
in the beauty and charm quark sector. As part of its rich physics programme,
one fundamental class of rare decays contains the transition of a beauty quark
into a strange quark and two charged leptons. Recent measurements of such
flavour-changing neutral 𝑏→ 𝑠ℓ+ℓ− transitions have shown tensions with the
Standard Model, suggesting a modified lepton coupling in weak interactions.
None of these measurements is statistically significant on its own, but the overall
picture suggests more detailed studies on the subject [15].

This thesis presents two analyses involving decays with 𝑏 → 𝑠ℓ+ℓ− or re-
lated 𝑏 → 𝑑ℓ+ℓ− transitions. The first analysis includes a branching fraction
measurement of the 𝐵0𝑠 → 𝜇+𝜇− and 𝐵0 → 𝜇+𝜇− decays exploiting the entire
data set from high-energy proton-proton collisions the LHCb detector recor-
ded between 2011 and 2018. Due to their simple two-body final states, precise
StandardModel predictions exist for the decays, making them an excellent probe
for BSM effects. The results of this measurement have been published [16, 17].
The second analysis is a search for 𝐵0𝑠→ 𝑝𝑝̄𝜇+𝜇− and 𝐵0→ 𝑝𝑝̄𝜇+𝜇− decays. This
is the first analysis of a decay with a 𝑏→ 𝑠ℓ+ℓ− transition having a 𝐵meson in
the initial state and baryons in the final state. Next to the effects observed in
other 𝑏→ 𝑠ℓ+ℓ− transitions, this measurement allows to probe for possible new
mechanisms affecting the diproton spectrum near its production threshold, as
suggested by measurements in similar decay channels [18].

This thesis is divided into three main parts. In the first part, the two analyses
are placed in a theoretical and experimental context. Chapter 2 briefly introduces
the Standard Model of particle physics and gives a motivation for the performed
measurements. Chapter 3 introduces the LHCb detector and essential parts of
the data acquisition chain. The second part of the thesis presents the 𝐵0(𝑠)→ 𝜇+𝜇−
branching fractionmeasurement in Chapters 4 to 6. A focus is set on those aspects
of the analysis in which the author of this thesis was significantly involved. The
third part presents the current status of the 𝐵0(𝑠) → 𝑝𝑝̄𝜇+𝜇− analysis and first
preliminary results produced for this thesis. This part includes Chapters 7
to 10 and is followed by a short conclusion highlighting the main results of the
presented work.
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Part I

Theoretical and experimental context

3





2 Theory
This chapter gives an overview of the theory and the current experimental status
of the analysed decay modes. Key aspects of the Standard Model of particle
physics are summarised in Section 2.1, with a more detailed look at 𝑏→ 𝑠ℓ+ℓ−
transitions and 𝑏 flavour anomalies in Section 2.2. The investigated 𝐵0(𝑠)→ 𝜇+𝜇−
and𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇− decaymodes are discussed in Sections 2.3 and 2.4, respectively,
focusing on theoretical predictions and past measurements.

2.1 The Standard Model of particle physics
Particle physics is dedicated to studying the fundamental constituents of the
universe, the elementary particles, and the interactions between them. The
current best knowledgemanifests in the StandardModel (SM) of particle physics,
a relativistic gauge quantum field theory described in Refs. [1–6]. Its Lagrange
density is derived based on global Poincaré symmetry and local gauge symmetry
of the unitary SU(3)C × SU(2)L ×U(1)Y group. It has 19 independent parameters
that must be determined experimentally [19] and describes three of the four
fundamental forces of nature: the strong force introduced by the SU(3)C group,
the weak force, and the electromagnetic force. The latter two can be unified into
an electroweak interaction represented by the SU(2)L × U(1)Y group. The fourth
fundamental force, gravity, is not part of the SM since a quantum-mechanical
description of gravitation considering general relativity that can be integrated
into the SM has not yet been achieved. Fortunately, due to its weakness on
the microscopic scale, the effects of gravitation are negligible for all practical
purposes in particle physics.

The SM consists of twelve fermions with spin 1
2 , which form the matter of

the universe. A summarising illustration of all elementary particles is given in
Fig. 2.1. The fermions can be divided into six quarks (𝑞) and six leptons (ℓ and 𝜈ℓ)
of different flavours. Both quarks and leptons can be organised into three genera-
tions of two particles each, which are subject to a hierarchy of increasing particle
masses. The six leptons are the electron (𝑒−), the muon (𝜇−), and the tau (𝜏−)
with an electrical charge of −1𝑒, and an associated chargeless lepton neutrino
for each of the three lepton flavours. Besides the leptons, there are the three
up-type quarks up (𝑢), charm (𝑐), and top (𝑡), and the three down-type quarks
down (𝑑), strange (𝑠), and bottom/beauty (𝑏). Each quark generation consists of
one up-type and one down-type quark. The electrical charge of up-type quarks
is 2

3𝑒, while it is −1
3𝑒 for down-type quarks. All quarks carry a colour charge,
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2 Theory
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Figure 2.1 – Overview of elementary particles described by the SM. The twelve fermions
forming the matter of the universe are shown together with the bosons mediating the
fundamental forces. Figure refactored from Ref. [20].

which is the property the strong interaction couples to. The colour charge can
be red, green, or blue. Like the electrical charge, also the colour charge is always
preserved. Finally, the number of fundamental fermionic particles is doubled by
twelve anti-fermions resulting from the multiple solutions of the Dirac equation.
These anti-matter particles mirror ordinary-matter particles but with inverted
charge-like quantum numbers, such as the electrical charge or the colour. Study-
ing and comparing the properties of matter and anti-matter is an essential part
of the research programme of flavour experiments like LHCb.

Next to the properties of the fermions, the SM also describes their interactions
by introducing twelve bosonic spin-1 mediator particles that carry the forces.
The twelve vector bosons are the massless photon 𝛾 carrying the electromagnetic
force, themassive𝑊± and𝑍 bosonsmediating theweak force, and eightmassless
gluons for the strong force. Introduced by the theory of quantum chromody-
namics (QCD), the gluons can be distinguished by different combinations of
colour and anti-colour charges that they carry. Self-coupling is possible among
the gluons, which leads to increasing coupling strength for smaller energies and
longer distances. Due to this, quarks of high energies behave like free particles
(asymptotic freedom) but are forced to colourless bound states at lower energies
(confinement). In the lower energy regime, the quarks are bound together to
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2.1 The Standard Model of particle physics

hadrons. They appear in states of three quarks, the baryons and anti-baryons,
or in states of a quark and an anti-quark, the mesons. The hadrons present
in the signal modes of this thesis are the 𝐵0 and 𝐵0𝑠 mesons, consisting of 𝑏̄𝑑
and 𝑏̄𝑠 quark pairs, respectively, and the baryonic (anti-)protons that have a 𝑢𝑢𝑑
(or 𝑢̄𝑢̄ ̄𝑑) quark content. In recent years, besides mesons and baryons, also the
conjunctions of four and five quarks, called tetra- [21] and pentaquarks [22–24],
were observed by the LHCb collaboration.

In contrast to the strong force, the weak interaction affects both the leptons
and the quarks. The 𝑊± and 𝑍 mediators couple to the weak isospin, a non-
zero property for particles with left-handed chirality. For massive particles, the
chirality has a left-handed and a right-handed component, while for neutrinos,
the chirality corresponds to the helicity, which is the projection of the particle
spin onto its momentum. In the SM, all neutrinos are massless and, therefore,
of left-handed chirality. The left-handed fermions form weak isospin doublets,
which can be organised as

�
𝑢
𝑑′�

𝐿
, �
𝑐
𝑠′�

𝐿
, �
𝑡
𝑏′�

𝐿
(2.1)

and

�
𝑒−
𝜈𝑒�𝐿

, �
𝜇−
𝜈𝜇�𝐿

, �
𝜏−
𝜈𝜏�𝐿

(2.2)

with 𝐿 denoting the left-handed component. The charged currents of the weak
interaction can change the third component of the weak-isospin vector, leading to
transitions of left-handed neutrinos into charged leptons and left-handed up-type
quarks into down-type quarks and reverse. For quarks, the transitions dominate
within a generation but are also possible between them with lower probability.
This quark flavour mixing is described by the Cabibbo–Kobayashi–Maskawa
matrix 𝑉CΚΜ [25, 26] connecting the flavour eigenstates (𝑑, 𝑠, 𝑏) with the mass
eigenstates (𝑑′, 𝑠′, 𝑏′) via

⎛
⎜⎜⎜⎜⎜⎝

𝑑′
𝑠′
𝑏′

⎞
⎟⎟⎟⎟⎟⎠ = 𝑉CΚΜ

⎛
⎜⎜⎜⎜⎜⎝

𝑑
𝑠
𝑏

⎞
⎟⎟⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎜⎜⎝

𝑉𝑢𝑑 𝑉𝑢𝑠 𝑉𝑢𝑏
𝑉𝑐𝑑 𝑉𝑐𝑠 𝑉𝑐𝑏
𝑉𝑡𝑑 𝑉𝑡𝑠 𝑉𝑡𝑏

⎞
⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎝

𝑑
𝑠
𝑏

⎞
⎟⎟⎟⎟⎟⎠ . (2.3)

The absolute values of the matrix elements representing the square roots of the
transition probabilities are quoted without uncertainties from Ref. [27]:

|𝑉CΚΜ| =

⎛
⎜⎜⎜⎜⎜⎝

|𝑉𝑢𝑑| |𝑉𝑢𝑠| |𝑉𝑢𝑏|
|𝑉𝑐𝑑| |𝑉𝑐𝑠| |𝑉𝑐𝑏|
|𝑉𝑡𝑑| |𝑉𝑡𝑠| |𝑉𝑡𝑏|

⎞
⎟⎟⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎜⎜⎝

0.97435 0.22500 0.00369
0.22486 0.97349 0.04182
0.00857 0.04110 0.999118

⎞
⎟⎟⎟⎟⎟⎠ . (2.4)

In practice, it follows that processes like decays with unfavourable transitions,
e.g. from the third to the first generation, are rather unlikely. This important
effect is called CKM suppression (or Cabibbo suppression).
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2 Theory

The SM is completed by the scalar Higgs boson 𝐻0 as an excitation of the
Higgs field. Postulated in 1964, the Higgs mechanism [7–9] explains how the
gauge bosons get their mass from the spontaneous symmetry breaking of the
electroweak interaction and how the Yukawa coupling connects the fermion
masses to the Higgs field.

Since its invention in the 1970s, the SM has been tested with various particle
physics experiments at different energy scales. To this day, it has been proven
that its concepts are valid. Still, some limitations exist, which are conceptually
related or due to observations since its invention. A selection is given below:

• In the original SM formulation, lepton neutrinos must be massless. How-
ever, measurements of the neutrino oscillation frequency have shown that
they have a non-zero mass [28, 29].

• Gravitation is not considered, because a quantum-mechanical description
of its effects on the cosmological scale, as described by general relativity,
has not yet been achieved.

• According to astrophysical observations [12], about 5% of the universe
consists of matter described by the SM. The origin and nature of the re-
maining 95%, referred to as dark matter and energy, remain unexplained.

• The canonical SM (without neutrino masses and neutrino mixing) is based
on 19 free parameters [19], such as coupling constants or particle masses,
whose origins and possible connections cannot be derived in the SM.

• The SM formulation allows the violation of symmetry under charge and
parity conjugation (𝐶𝑃) in the sector of strong interactions. However,
despite many experiments [30], no such violation has ever been observed
for QCD. The reason for this coincidence is unknown and is referred to as
strong 𝐶𝑃 problem.

2.2 Heavy-flavour 𝑩 physics
The decays presented in this thesis proceed via CKM-suppressed 𝑏 → 𝑠ℓ+ℓ−
or 𝑏→ 𝑑ℓ+ℓ− transitions, which require an electroweak current that switches the
down-type quark flavour without changing the electrical charge. Such a flavour-
changing neutral current (FCNC) does not exist as fundamental interaction in
the SM and, therefore, cannot occur in first order of perturbation calculation
(tree level). Instead, a combination of multiple charged currents is needed
(loop level), leading to strong suppression of the affected decays. However,
new interactions are proposed in several new physics (NP) models that allow
FCNC processes on tree level, altering the predicted decay rates. Because small
new effects might have a relatively strong impact on the observed rates, the
measurement of rare 𝐵meson decays is a sensitive probe for NP models.
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2.2 Heavy-flavour 𝐵 physics

When discussing and comparing the experimental and theoretical findings for
different 𝐵meson decays, it is beneficial to formulate the theoretical predictions
within an effective field theory (EFT) using an operator product expansion. In
this model-independent formalism, the transition amplitude 𝒜 of a 𝐵 meson
decaying to a final state 𝑓 is given as

𝒜(𝐵 → 𝑓) = ⟨𝑓|ℋeff|𝐵⟩ =
𝐺F

√2
𝑉𝑡𝑏𝑉∗

𝑡(𝑑,𝑠) ∑
𝑖=7,9,10

𝒞𝑖(𝜆)⟨𝑓|𝒪𝑖(𝜆)|𝐵⟩ , (2.5)

where ℋeff is the effective Hamiltonian of the transition, 𝐺F is the Fermi con-
stant, and 𝑉𝑖𝑗 are the CKM matrix elements of the involved flavour transitions.
The introduced operators 𝒪𝑖 describe the vertices of the effective theory with
the couplings 𝒞𝑖, also known as Wilson coefficients. The operators cover non-
perturbative effects at long distances, while the coefficients contain information
about perturbative short-distance effects at high energies. Both the operators
and coefficients depend on the energy scale 𝜆, chosen as the 𝑏 quark mass. The
Wilson coefficients are independent of the initial and final states of the decay and
can be determined, e.g. with lattice QCD by matching the amplitude expression
in the EFT with that in the full theory using the𝑊± mass as threshold energy.
For 𝑏→ 𝑠ℓ+ℓ− transitions, only three operators are contributing, which comprise
the radiative 𝑏 → 𝑠𝛾(→ ℓ+ℓ−) transition (𝒪7), vector couplings (𝒪9), and axial-
vector couplings (𝒪10). The associated Wilson coefficients can be examined by
analysing different decay channels, and global fits to multiple observables can
be constructed to obtain an overall picture of agreement with the SM values as
seen in Fig. 2.2.

In recent years, 𝑏→ 𝑠ℓ+ℓ− transitions were studied in several measurements
covering differential and total branching fractions [33–36], angular distribu-
tions [37, 38], and lepton-flavour universality (LFU) ratios [39–41] between
electron and corresponding muon modes. So far, no single measurement shows
a significant deviation from the SM predictions, but in the combination of all
results, a tension is seen in the muon sector concerning the SM value of 𝒞𝜇𝜇

9 .
Depending on the included analyses and the construction of the global fit, slight
tensions are also observed for 𝒞𝜇𝜇

10 . Measurements of LFU ratios in charged and
uncharged currents further stress these anomalies since some imply different
coupling strengths of the weak force to electrons and muons. Most prominent
were the first measurements of 𝑅𝐾 and 𝑅𝐾∗ [39, 42], defined as the ratio between
the decay rates of the 𝐵+→ 𝐾+ℓ+ℓ− (or 𝐵0→ 𝐾∗0ℓ+ℓ−) electron andmuonmodes,
which the SM expects to be close to one. Those measurements showed a tension
of up to 3 σ with respect to the SM. However, the latest measurements of 𝑅𝐾
and 𝑅𝐾∗ [31, 32], that employ a larger LHCb data set, show better agreement
with the SM prediction of equal coupling strength. Another class of decays are
charged 𝑏 → 𝑐ℓ𝜈ℓ transitions, which have been analysed by the Belle, BaBar, and
LHCb collaborations in Refs. [43–46]. A discrepancy from the SM at a level of 2 σ
is seen between the muon and tau modes, which is still present. Further ten-
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Table 2 Best-fit ranges for
selected Wilson coefficients,
taking into account the
dependence of the theory errors
on the Wilson coefficients (first
3 rows) and fixing the theory
errors to the SM values (last 3
rows)

Wilson coefficient b → sµµ LFU, Bs → µµ All rare B decays

Best fit Pull Best fit Pull Best fit Pull

NP errors

Cbsµµ
9 −0.75+0.22

−0.23 3.4σ −0.74+0.20
−0.21 4.1σ −0.73+0.15

−0.15 5.2σ

Cbsµµ
10 +0.42+0.23

−0.24 1.7σ +0.60+0.14
−0.14 4.7σ +0.54+0.12

−0.12 4.7σ

Cbsµµ
9 = −Cbsµµ

10 −0.53+0.13
−0.13 3.7σ −0.35+0.08

−0.08 4.6σ −0.39+0.07
−0.07 5.6σ

SM errors

Cbsµµ
9 −0.88+0.22

−0.21 3.7σ −0.74+0.20
−0.21 4.1σ −0.78+0.15

−0.15 5.3σ

Cbsµµ
10 +0.44+0.21

−0.21 2.1σ +0.60+0.14
−0.14 4.7σ +0.54+0.12

−0.12 4.8σ

Cbsµµ
9 = −Cbsµµ

10 −0.58+0.17
−0.18 3.6σ −0.35+0.08

−0.08 4.6σ −0.39+0.07
−0.07 5.5σ

Fig. 4 Constraints in the Wilson coefficient plane Cbsµµ
9 vs. Cbsµµ

10 . Left: LFU ratios only. Right: Combination of LFU ratios, combination of
b → sµµ observables, BR(Bs → µ+µ−), and the global fit. The dashed lines show the constraints before the recent updates [11,13,41]

In Fig. 5 we show the viable parameter space of a cou-
ple of other Wilson coefficient pairs, that were found to
give good fits in the past. The plot on the left shows the
Cbsµµ

9 vs. C ′ bsµµ
9 plane, while the plot on the right shows

the Cuniv.
9 vs. "Cbsµµ

9 = −Cbsµµ
10 plane (defined such that

Cbsee
9 = Cuniv.

9 and Cbsµµ
9 = Cuniv.

9 + "Cbsµµ
9 ). The best

fit points are given by (Cbsµµ
9 ,C ′ bsµµ

9 ) $ (−0.84, 0.25)
and (Cuniv.

9 ,"Cbsµµ
9 ) $ (−0.32,−0.34) and correspond

to pulls of 5.0σ and 5.4σ , respectively. The scenario on
the left gives an excellent fit of RK and RK ∗ , but the
slightly reduced Bs → µ+µ− branching ratio remains unex-
plained. The scenario on the right can resolve the tension in
BR(Bs → µ+µ−), but leaves a tension between RK and
RK ∗ . Note that Cuniv.

9 could in principle be mimicked by a
hadronic effect. A lepton flavor universal Cuniv.

9 of the pre-

ferred size can also be generated through renormalization
group running from semi-tauonic operators that are moti-
vated by the RD(∗) anomalies [21] or from four-quark oper-
ators [6].

As clearly seen in the plots of Figs. 4 and 5, the branching
ratio of Bs → µ+µ− plays an important role in constraining
the Wilson coefficientC10. It is well known that Bs → µ+µ−

is also very sensitive to new physics in the scalar Wilson
coefficients (see e.g. [40]). In Fig. 6 we show the con-
straints in the Wilson coefficient plane Cbsµµ

S = −Cbsµµ
P vs.

C ′ bsµµ
S = C ′ bsµµ

P based on our combination of the exper-
imental results on BR(Bs → µ+µ−). Also the available
results on the effective Bs → µ+µ− lifetime are included in
the fit. The red band shows the 1σ and 2σ constraint when the
semileptonic new physics coefficients Cbsµµ

10 and C ′ bsµµ
10 are

set to zero. The ∼ 2σ tension between the BR(Bs → µ+µ−)

123

Figure 2.2 – Likelihood contours in the Wilson coefficient plane 𝒞𝑏𝑠𝜇𝜇
9 and 𝒞𝑏𝑠𝜇𝜇

10 . The
contours are shown for the previous 𝐵0𝑠→ 𝜇+𝜇− branching fraction measurement, the
lepton-flavour universality ratios 𝑅𝐾 and 𝑅𝐾∗ (not including the latest LHCb results from
Refs. [31, 32]), a combination of several 𝑏 → 𝑠𝜇+𝜇− observables, and the global fit. The
dashed lines indicate the contours before the inclusion of newer updates. Figure taken
from Ref. [15].

sions are reported, e.g. from the branching fraction measurement of 𝐵0𝑠→ 𝜙𝜇+𝜇−
decays [47] and from the angular distribution of 𝐵0→ 𝐾∗0𝜇+𝜇− decays [48, 49].
A detailed summary can be found in Ref. [15]. Given these findings, the overall
picture of the flavour anomalies remains unclear. To solve the issue, it is ne-
cessary to continue measuring 𝑏→ 𝑠ℓ+ℓ− transitions on larger data sets and in
different decay channels.

2.3 Rare 𝑩𝟎(𝒔)→ 𝝁+𝝁− decays

The rare leptonic 𝐵0𝑠 → 𝜇+𝜇− and 𝐵0→ 𝜇+𝜇− decays are studied in this thesis.
Both decays proceed via the weak interaction and have low rates because the
needed FCNC transitions are only allowed on loop level and include CKM
suppression (see Section 2.2). Additionally, the final-state muons must be in
opposite spin states with the same helicity to conserve angular momentum.
This condition leads to strong helicity suppression by a factor of 𝑚2

𝜇/𝑚2
𝑏 since

the currents of the weak interaction can only couple to the left-handed (right-
handed) component of particles (anti-particles). The leading-order Feynman
diagrams for the decays are shown in Fig. 2.3. The current best SM predictions

10



2.3 Rare 𝐵0(𝑠)→ 𝜇+𝜇− decays

𝑏̄ 𝜇+

𝑠, 𝑑 𝜇−

𝑢, 𝑐, 𝑡
𝑊+

𝑊−

𝑍𝐵0(𝑠)

𝑏̄ 𝜇+

𝑠, 𝑑 𝜇−

𝑢, 𝑐, 𝑡 𝜈𝜇

𝑊+

𝑊−

𝐵0(𝑠)

Figure 2.3 – Two leading-order Feynman diagrams for the 𝐵0(𝑠) → 𝜇+𝜇− decays. The
flavour-changing neutral current can proceed via (left) penguin or (right) box diagram.

are calculated in Ref. [50] and yield

ℬ (𝐵0𝑠→ 𝜇+𝜇−)SΜ = (3.66 ± 0.14) × 10−9 (2.6)
ℬ (𝐵0→ 𝜇+𝜇−)SΜ = (1.03 ± 0.05) × 10−10 . (2.7)

The branching fractions are determined with quite small uncertainties due to
the simplicity of the purely leptonic final state. Calculations profit from recent
progress in understanding electroweak effects at next-to-leading order [51],
QCD effects at next-to-next-to-leading order [52], and lattice QCD [53]. Also,
corrections from virtual photon exchange are now calculated with higher preci-
sion than in previous times [50, 54], further reducing the uncertainties on the
SM values. The uncertainties on the CKM matrix inputs highly dominate the
remaining uncertainties.

Within the EFT formalism, the SM branching fractions can be expressed as

ℬ(𝐵0(𝑠)→ 𝜇+𝜇−)SΜ = 𝜏𝐵0(𝑠)
𝐺2
F𝛼2

16𝜋2 𝑓
2
𝐵0(𝑠)𝑚

2
𝜇𝑚𝐵0(𝑠)

�
⃓⃓

⎷
1 −

4𝑚2
𝜇

𝑚2
𝐵0(𝑠)

�𝑉𝑡𝑏𝑉∗
𝑡(𝑑,𝑠)�

2 �𝒞SΜ
10 �

2 , (2.8)

with the fine-structure constant 𝛼, and the 𝐵0(𝑠) meson lifetime 𝜏 and decay con-
stant 𝑓. The branching fractions are only sensitive to the Wilson coefficient 𝒞10.
However, additional NP contributions are still discussed, given the uncertainties
of the present measured and calculated values. Therefore, 𝐵0𝑠 → 𝜇+𝜇− decays
are a suitable probe for NP effects. Many models introduce new contributions
from pseudo-scalar and scalar currents that can be described by the composed
coefficients

𝑃 =
𝒞𝐿
10 − 𝒞𝑅

10
𝒞SΜ
10

+
𝑚2

𝐵0(𝑠)
2𝑚𝜇

𝑚𝑏
𝑚𝑏 + 𝑚𝑑,𝑠

�
𝒞𝐿
𝑃 − 𝒞𝑅

𝑃
𝒞SΜ
10

� (2.9)

and

𝑆 =
�
⃓⃓

⎷
1 −

4𝑚2
𝜇

𝑚2
𝐵0(𝑠)

𝑚2
𝐵0(𝑠)

2𝑚𝜇

𝑚𝑏
𝑚𝑏 + 𝑚𝑑,𝑠

�
𝒞𝐿
𝑆 − 𝒞𝑅

𝑆
𝒞SΜ
10

� . (2.10)
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These coefficients contain the quark and lepton masses, Wilson coefficients
for additional left- or right-handed scalar and pseudo-scalar contributions, 𝒞𝑆
and 𝒞𝑃, and also the coefficient 𝒞𝑅

10 describing a potential right-handed com-
ponent of 𝒞10. In the SM, it is 𝑃 = 1 and 𝑆 = 0, meaning that with meas-
urements of the 𝐵0𝑠 → 𝜇+𝜇− and 𝐵0 → 𝜇+𝜇− branching fractions the Wilson
coefficient 𝒞SΜ

10 = 𝒞𝐿
10 can be directly accessed.

In NP models, 𝑆 and 𝑃 can have different values. No attempt is made in
this thesis to review all possible NP contributions. The most discussed models
introduce newbosons like leptoquarks [55–57] or additionalHiggs bosonswithin
a supersymmetric extension of the SM [58, 59]. As right-handed contributions
to 𝒞10, additional neutral 𝑍′ vector bosons are considered [60, 61].

To lower the number of potential NP effects, most models are constructed to
obey theminimal flavour violation hypothesis [62]. According to this hypothesis,
the NP effects should be equally strong on both 𝑏 → 𝑠ℓ+ℓ− and 𝑏 → 𝑑ℓ+ℓ−
transitions. The ratio of the 𝐵0𝑠 decay rate and the 𝐵0 decay rate can be compared
between calculation and measurement to test the hypothesis. Based on Eq. (2.8),
the SM value of the ratio is calculated to be

ℛSΜ
𝜇+𝜇− =

ℬ (𝐵0→ 𝜇+𝜇−)SΜ
ℬ (𝐵0𝑠→ 𝜇+𝜇−)SΜ

= 0.0281 ± 0.0016 . (2.11)

Another observable is derived from the sizeable relative decay width differ-
ence 𝑦𝑠 = 𝛥Γ𝑠/(2Γ𝑠) of the heavy and light mass eigenstates of the 𝐵0𝑠 meson.
In the SM, the 𝐶𝑃 asymmetry parameter is given by 𝒜𝛥Γ = +1 and, therefore,
only the heavy mass eigenstate decays into two muons. The effective 𝐵0𝑠→ 𝜇+𝜇−
lifetime is the 𝐵0𝑠 lifetime seen in the 𝐵0𝑠→ 𝜇+𝜇− decay. It is derived as

𝜏(𝐵0𝑠→ 𝜇+𝜇−) =
𝜏𝐵0𝑠
1 − 𝑦2𝑠

�
1 + 2𝒜𝛥Γ𝑦𝑠 + 𝑦2𝑠
1 +𝒜𝛥Γ𝑦𝑠

� , (2.12)

and offers a complementary probe of NP in the scalar and pseudo-scalar sectors
by giving access to the 𝐶𝑃 structure of the decay. New effects might be seen,
even if the branching fractions match the SM predictions.

At the beginning of the work presented in this thesis, the world’s most precise
values for the 𝐵0𝑠→ 𝜇+𝜇− and 𝐵0→ 𝜇+𝜇− branching fractions were provided by a
combination [63] of the corresponding LHCb [64], CMS [65], and ATLAS [66]
results:

ℬ (𝐵0𝑠→ 𝜇+𝜇−) = �2.69 +0.37
−0.35� × 10−9 (2.13)

ℬ (𝐵0→ 𝜇+𝜇−) < 1.9 × 10−10 at 95% CL . (2.14)

Given the experimental uncertainties, the measured value for the 𝐵0𝑠 → 𝜇+𝜇−
decay is in tension with the calculated SM value at 2.1 σ. Although this finding
alonemight not be concerning, it is worth noting that the observed 25%deviation
from the SM is in good agreement with the general picture of flavour anomalies

12



2.4 Introducing baryons: 𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇− decays

seen in 𝑏 → 𝑠ℓ+ℓ− transitions [15]. Recently and after the publication of the
LHCb result presented in this thesis, the CMS collaboration provided a new
measurement for the 𝐵0𝑠→ 𝜇+𝜇− and 𝐵0→ 𝜇+𝜇− decays on a larger data set [67]:

ℬ (𝐵0𝑠→ 𝜇+𝜇−) = �3.83 +0.38
−0.36 (stat) +0.24−0.21 (syst)� × 10−9 (2.15)

ℬ (𝐵0→ 𝜇+𝜇−) < 1.9 × 10−10 at 95% CL . (2.16)

The result for 𝐵0𝑠→ 𝜇+𝜇− reduces the tension with the SM value. A discussion
including the results presented in this thesis can be found in Section 6.3. In
Ref. [63], the ratio of 𝐵0𝑠 and 𝐵0 rates was measured to be

ℛ𝜇+𝜇− = 0.021 +0.030−0.025 , (2.17)

which is insignificant and fully compatible with the predicted SM value. The ef-
fective 𝐵0𝑠→ 𝜇+𝜇− lifetimewas determined by the LHCb andCMS collaborations.
A combination of both results [63] led to

𝜏(𝐵0𝑠→ 𝜇+𝜇−) = �1.91 +0.37−0.35� ps . (2.18)

In the latest CMS analysis [67], the effective lifetime was measured to be

𝜏(𝐵0𝑠→ 𝜇+𝜇−) = �1.83 +0.23
−0.20 (stat) +0.04−0.04 (syst)� ps , (2.19)

giving a consistent picture of the measurements.

2.4 Introducing baryons: 𝑩𝟎(𝒔)→ 𝒑𝒑̄𝝁+𝝁− decays
The second set of decays analysed in this thesis comprises the rare semi-baryonic
𝐵0𝑠→ 𝑝𝑝̄𝜇+𝜇− and 𝐵0→ 𝑝𝑝̄𝜇+𝜇− decays. It is the first time 𝑏→ 𝑠ℓ+ℓ− transitions
are studied with a 𝐵meson in the initial and baryons in the final state. A first
search for the decays is performed to measure their decay rates and to study the
effect of threshold enhancement, which describes the peaking of the baryon-
antibaryon pair mass spectrum near the kinematic threshold. This effect has
been seen in several three- and four-body decay modes [18], but is not fully
understood yet. Theoretical approaches range from the involvement of inter-
mediate resonances (e.g. 𝑋(1835) or 𝑓2 states) to non-perturbative QCD effects
that affect the quark fragmentation process [68]. There are only a few published
measurements that employ proton-antiproton pairs in the final state, which are
described in the following.

The semileptonic 𝐵+ → 𝑝𝑝̄𝜇+𝜈𝜇 and 𝐵+ → 𝑝𝑝̄𝑒+𝜈𝑒 decays were analysed by the
Belle and LHCb collaborations [69, 70]. It was found that the measured branch-
ing fractions are one order of magnitude lower than the theoretical predictions
at that time [71]. Following these observations, the theoretical calculations were
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revised and now agree with the experimental results [72, 73]. Figure 2.4 shows
the differential branching fraction of themuonmode as a function of the invariant
diproton mass.

2 3 4 5
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Figure 2.4 – Differential branching fraction of the 𝐵+ → 𝑝𝑝̄𝜇+𝜈𝜇 mode as a function of the
invariant diproton mass. The LHCb measurement (black points) is shown together with
the theoretical prediction (dotted curve). Grey bands indicate vetoes on charmonium
resonances. Figure modified from Ref. [70].

The purely baryonic 𝐵0→ 𝑝𝑝̄𝑝𝑝̄ decay was found by the LHCb collaboration,
and evidence for the 𝐵0𝑠→ 𝑝𝑝̄𝑝𝑝̄ decay is reported in Ref. [74]. The measured rate
of the 𝐵0 mode matches with theoretical calculations. For the 𝐵0𝑠 mode, the rate
is surprisingly large. However, this could be explained by statistical fluctuations
in the small data set. If the high rate is confirmed in future measurements, this
would be of great interest since to reach the 𝑝𝑝̄𝑝𝑝̄ final state, an 𝑠 quark must be
converted, and, therefore, a CKM-suppressed process would be expected.

The resonant 𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄ and 𝐵0→ 𝐽/𝜓𝑝𝑝̄ decays were observed by the LHCb
experiment for the first time [75]. The invariant mass distribution of the 𝐽/𝜓𝑝𝑝̄
system is shown in Fig. 2.5. The branching fractions were measured to be

ℬ (𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄) = (3.58 ± 0.19 (stat) ± 0.39 (syst)) × 10−6 (2.20)
ℬ (𝐵0→ 𝐽/𝜓𝑝𝑝̄) = (4.51 ± 0.40 (stat) ± 0.44 (syst)) × 10−7 . (2.21)

While the branching fraction of the 𝐵0 mode agrees with expectations, the de-
cay rate of the 𝐵0𝑠 mode is much larger than expected. When looking at the
quark-level processes, the 𝐵0 meson decays via a CKM-suppressed 𝑏 → 𝑐𝑐̄𝑑
transition with the diproton system originating directly from the hadronisation
of the 𝑑 quark. For the 𝐵0𝑠 meson, the underlying process must annihilate the 𝑠
quark and create the diproton system from gluons alone. Such processes are
affected by the Okubo–Zweig–Iizuka (OZI) rule [76] of QCD, which predicts
a suppression if the initial states can be separated from the final states by only
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2.4 Introducing baryons: 𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇− decays

removing internal gluons. However, precise QCD calculations are difficult for
the low-energy system present. Figure 2.6 shows the leading-order Feynman
diagrams for the two processes. In a subsequent LHCb amplitude analysis of
the 𝐵0𝑠 mode, evidence was found for a pentaquark state in the invariant 𝐽/𝜓𝑝
and 𝐽/𝜓𝑝̄ systems [77]. The contribution of this possible state to the decay rate
has not yet been conclusively determined.
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Figure 2.5 – First observation of the 𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄ and 𝐵0→ 𝐽/𝜓𝑝𝑝̄ decays. The data and a fit
to the reconstructed 𝐽/𝜓𝑝𝑝̄mass distribution are shown. Figure modified from Ref. [75].

Given these findings, the study of more decays with proton-antiproton pairs in
the final state is advised to understand the observed decay rate of the 𝐵0𝑠 mesons.
The 𝐵0𝑠 → 𝑝𝑝̄𝜇+𝜇− and 𝐵0 → 𝑝𝑝̄𝜇+𝜇− decays are an obvious choice given that
selecting events with a dimuon pair is highly efficient at LHCb. Unfortunately,
no predictions for the decay rates of the two modes exist so far. In Fig. 2.6, the
leading-order Feynman diagrams are presented, which show a similar structure
compared to the respective diagrams of the resonant decays. An additional
internal loop gives stronger CKM suppression. The rates of the decays are
expected to be very small. The orders of magnitude for the branching fractions
are estimated by looking at 𝑏 → 𝑠𝜇+𝜇− and 𝑏 → 𝑑𝜇+𝜇− processes, where the
corresponding 𝑏 → 𝑠𝐽/𝜓 and 𝑏 → 𝑑𝐽/𝜓 rates aremeasured. For the𝐵0 mode, decays
such as 𝐵0 → 𝐾∗0𝜇+𝜇− and 𝐵0 → 𝐾∗0𝐽/𝜓, or Λ0

𝑏 → 𝑝𝜋−𝜇+𝜇− and Λ0
𝑏 → 𝑝𝜋−𝐽/𝜓

can be used. It turns out that the rates of the 𝑏 → 𝑑𝜇+𝜇− transitions are about
three orders of magnitude smaller than the respective 𝑏 → 𝑑𝐽/𝜓 rates. Following
this rule, the 𝐵0 → 𝑝𝑝̄𝜇+𝜇− branching fraction is expected to be of 𝒪(10−10).
The 𝐵0𝑠 → 𝑝𝑝̄𝜇+𝜇− decay rate is estimated to be of 𝒪(10−9) − 𝒪(10−8), assuming
that the large 𝐵0𝑠 → 𝐽/𝜓𝑝𝑝̄ rate is caused by hadronic effects in the diproton
system, which also affect the 𝐵0𝑠 → 𝑝𝑝̄𝜇+𝜇− mode. In case the enhanced rate
of 𝐵0𝑠 → 𝐽/𝜓𝑝𝑝̄ decays is caused by resonances or effects in the 𝐽/𝜓𝑝 system, like
pentaquarks or rescattering effects, one would not expect to see it in the non-
resonant 𝐵0𝑠→ 𝑝𝑝̄𝜇+𝜇− mode.
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Figure 2.6 – The leading-order Feynman diagrams for the resonant 𝐵0(𝑠)→ 𝐽/𝜓𝑝𝑝̄ and non-
resonant 𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇− decays. In contrast to the 𝐵0 mode, the 𝐵0𝑠 modes are additionally
suppressed by the OZI rule.

A search for 𝐵0(𝑠) → 𝑝𝑝̄𝜇+𝜇− decays and a precision measurement of their
branching fractions are performed to give more insight into the described anom-
aly. It is unclear whether the decays can be observed with the current statistical
power of the LHCb data set. Even if the decays are not found, a calculated upper
limit on the rates would also be a valuable input for the theoretical discussion of
the studied threshold enhancement.
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3 Experiment
The experimental setup that was used to record the analysed data is presented.
First, the proton-proton accelerator and collider complex LHC is described briefly
in Section 3.1, followed by a more detailed description of the LHCb detector
and the data-taking environment in Section 3.2. Given its importance for the
measurements, a short introduction to LHCb simulation is given in Section 3.3.
Finally, in Section 3.4, some LHCb specific terms and variables are defined that
will appear in later parts of the thesis.

3.1 The LHC accelerator and collider complex
The LHCb experiment is located at the Large Hadron Collider (LHC) of the
European Organisation for Nuclear Research (CERN). The LHC [78, 79] is the
world’s largest ring-shaped superconducting hadron accelerator and collider
with a circumference of about 26.7 km, located below the surface in the former
tunnel of the Large Electron-Positron Collider (LEP).

The ring consists of eight straight sections and eight arcs, equipped with ac-
celeration cavities and bending magnets capable of speeding up protons and
holding them on a circular path. The bending is done by 1232 superconducting
dipole magnets that are cooled down to 1.9K with liquid nitrogen and helium
and reach a magnetic field strength of up to 8.3 T. For acceleration, eight su-
perconducting radio-frequency (RF) cavities are used. In addition, a series of
different multipole magnets are installed along the ring to keep the particle
beams focused. Surrounded by the magnets and RF cavities, the protons are
gathered in up to 2808 bunches of 𝒪(1011) particles that circulate in opposite
directions in two spatially separated beam pipes. The bunches were lined up
with a temporal spacing of 50 ns, which was reduced to 25 ns as of 2015 due to
better beam control. The beam pipes are evacuated to an ultra-high vacuum
of 10−13 to 10−14 bar to prevent the highly-energised particles from interacting
with air molecules.

While taking proton-proton collision data, the LHC was operating at different
beam energies ranging from 3000 (3500) GeV in the year 2011 (2012) to 6500GeV
between 2015 and 2018. Since the LHC cannot accelerate protons from rest, it
is linked to preceding accelerator facilities powered by CERN. The protons
are obtained by ionising hydrogen atoms and raised to an energy of 50MeV
using the linear accelerator LINAC2. Then, they are transferred into a series
of ring accelerators that gradually increase the particles’ energy: the Booster,
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Figure 3.1 – Scheme of the LHC and its preceding accelerators at CERN. The designed
output beam energy, length, and year of commissioning are given for each accelerator.
Arrows denote the proton path. Figure refactored from Ref. [80].

the Proton Synchrotron (PS) and the Super Proton Synchrotron (SPS). With
an energy of 450GeV, the protons leave the SPS and are injected clockwise and
counterclockwise into the LHC to reach the desired colliding energy. Figure 3.1
shows a scheme of the LHC and its preceding accelerators.

At four distinct locations in the LHC tunnel, the two beams are collimated
and crossed, resulting in particle collisions with a centre-of-mass energy of up
to 13TeV and high luminosity. At these points, large underground caverns host
particle detectors that surround the interaction points and try to catch the long-
living products of the particle interactions. The four large experiments at the
LHC are ATLAS [81], CMS [82], ALICE [83] and LHCb [84]. The two multi-
purpose detectors ATLAS and CMS are known for their significant contributions
in the Higgs and top-quark sector, especially for the discovery of the Higgs boson
in 2012 [10, 11]. In contrast, the ALICE experiment makes major contributions
in the field of heavy ion physics studying the quark-gluon plasma when ions are
filled into the collider. The LHCb experiment used to collect the data for the two
measurements presented in this thesis is described in the following sections.

3.2 The LHCb detector
The LHCb experiment comprises the actual detector components in the under-
ground cavern and the subsequent data acquisition and processing systems that
are partly above ground. It is operated by an international collaboration of more
than 1500 scientists from 96 institutes in 21 countries. By the time of writing this
thesis, the author was part of the LHCb collaboration.
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3.2 The LHCb detector

The LHCb detector [84] is a single-arm particle spectrometer covering a range
from 10 to 300 (250) mrad in the forward angular bending (non-bending) plane.
Figure 3.2 shows the arrangement of the different detector components. The
detector is optimised to measure processes involving 𝑏 quarks, such as 𝐵0𝑠 and 𝐵0
decays. At the LHC, the production of heavy 𝑏 quark pairs in proton-proton
collisions (via the gluon fusion process 𝑔𝑔 → 𝑏𝑏̄) is dominant for small angles
between their flight direction and the beam pipe [85]. Consequently, there are
two regions, forward and backwards, where most 𝑏 hadrons are produced. Due
to limited space in the underground cavern and for the sake of an optimised
instrumentation, the detector covers only one of the two regions containing
around 25% of the produced 𝑏𝑏̄ pairs.

In the first two data-taking periods of the LHC from 2011 to 2012 (Run 1) and
from 2015 to 2018 (Run 2), the LHCb detector collected a substantial sample
of 𝑏 hadrons [86], which is ideally suited for the analysis of rare 𝐵meson decays.
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Figure 3.2 – Cross section of the LHCb experiment with named detector components.
The coordinate system is right-handed with the 𝑥-axis pointing to the centre of the LHC,
the 𝑦-axis pointing to the surface, and the 𝑧-axis pointing along the beam pipe in the
forward direction. Figure taken from Ref. [87].

A particle detector records the partial energy deposit of particles in its de-
tector cells. Different detector systems and technologies are needed to develop
hypotheses about the final state particles, their kinematics and the general event
topology for a complete reconstruction of a collision event. In this context, the
detector subsystems serve different tasks like particle identification, tracking, or
vertex reconstruction. However, the overall event interpretation relies on inform-
ation from every subsystem. In the following, the LHCb detector components in
their Run 2 settings are described.
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3.2.1 Track and vertex reconstruction

An essential part of the event reconstruction is the particle track reconstruction,
which aims at finding the trajectories of particles passing through the detector.
By using methods like pattern recognition and track fitting, track candidates and
the total number of tracks in an event (the event multiplicity) can be derived.
In the case of charged particles and with a known magnetic field, a momentum
estimate for all three spatial directions can be calculated based on the track
curvature. A second essential part is the vertex reconstruction. A vertex is a
point in space where at least two particle tracks intersect. Primary vertices (PV)
can be found in the interaction region and are defined as the points of proton-
proton collisions. In contrast, secondary vertices (SV) can be reconstructed by
looking for intersections of particle tracks incompatible with being assigned to
a PV. The 𝐵0𝑠 and 𝐵0 mesons are known to fly several millimetres through the
detector before decaying due to their lifetime of around 1.5 ps and the relativistic
boost. Hence, resolving the 𝐵 decay vertices and determining their positions is a
powerful feature for distinguishing between particles that result from detached 𝐵
meson decays and the ones from processes at the PV.

To find the particle tracks and vertices, the LHCb detector is equipped with
a dedicated tracking system. It consists of a vertex locator (VELO), a large
dipole magnet, and four planar tracking stations, of which one, the Tracker
Turicensis (TT), is located upstream, and the three others (T1–T3) are located
downstream of the magnet. For the reconstruction of muon tracks, additional
information from a dedicated muon system are used (see Section 3.2.2).

The VELO [88, 89] is made of 42 semi-circular silicon strip modules that
surround the proton-proton interaction region along the beam direction up to a
distance of 8.2mm. The sensor modules are placed perpendicular to the beam
pipe and in two halves inside a vacuum vessel. They provide a measurement of
particle hits in the polar coordinates 𝑟 and 𝜙, and achieve a best spatial resolution
of 4µm in a region of high track density. An aluminium foil separates the vacuum
of the beam pipe from the VELO. To protect the VELO from hard radiation
damage when the LHC is ramping up and the proton beams are unfocused, the
detector halves can be pulled out of the interaction area in a fully automated
procedure. Due to its high resolution and proximity to the interaction region,
the VELO is essential for reconstructing primary and secondary vertices and for
differentiating many close tracks near the interaction point. For high-energetic
particles, an impact parameter resolution regarding the PVs of less than 35µm
is reached.

The large LHCb dipole magnet [90] deflects charged particles in the 𝑥𝑧-plane
with an integrated magnetic field of 4 Tm. The magnetic field is measured and
serves as input for the reconstruction algorithms. The magnet can be operated
with two opposed polarities, called MagUp and MagDown. When taking data,
the polarity is changed regularly. In the analyses presented in this thesis, the
two resulting data sets are not treated separately but are always combined. This
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step is justified since the decay modes under study have symmetric final states,
and no differences between both data sets are expected.

The tracking system is completed by the planar tracking stations TT and T1–T3.
The three stations downstream of the magnet are composed of an inner part, the
Inner Tracker (IT) [91], and an outer part, the Outer Tracker (OT) [92, 93], with
the former being closer to the beam pipe. The TT and the IT are built as silicon
trackers with four layers of silicon micro-strip sensors in each station. To increase
the spatial resolution in 𝑦 direction, the second and third layers are rotated into a
stereo configuration with angles of +5° or −5°. In contrast to the silicon trackers,
the OT is a drift-tube gas detector with 200 gas-tight straw-tube modules and a
mixture of Argon, CO2, and O2 as counting gas. The OT is significantly larger
than the IT but also with smaller hit resolution, which is a design choice justified
by the lower particle flux in the outer detector regions.

Tracks can be reconstructed with information from all subdetector systems or
only from some of them, resulting in different track types. In Fig. 3.3, a sketch
of the track types at LHCb is shown. For the analyses presented in this thesis,
only tracks reconstructed with information from all tracking detectors (the long
tracks) are considered since these tracks have the highest precision.

TT

Velo

T1 T2 T3

Velo track
Downstream track

Long track

T track

Upstream track

Figure 3.3 – Sketch of the LHCb tracking system. The VELO and the four tracking
stations are shown. The different track types are indicated by lines showing which
subdetector information is used to reconstruct the track. Figure taken from Ref. [94].

The LHCb tracking system reconstructs charged particle tracks with a track
finding efficiency of 96%. The momentum resolution is measured between 0.5
and 0.8% depending on the particle kinematics, while the resulting mass resol-
ution is determined to be around 0.5% [95].

Despite this good performance, the wrong assignment of hits to a track may
lead to misreconstruction andmust be addressed in an analysis when calculating
the reconstruction efficiency. For the presented analyses, the effect is small due to
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the observables of interest being ratios of two decays. Still, it has to be considered
for the high-precision measurement of 𝐵0(𝑠)→ 𝜇+𝜇− decays, while for the search
for 𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇− decays, this tracking efficiency correction is omitted.

3.2.2 Identification of muons and protons

The LHCb detector is equipped with a particle identification (PID) system to
efficiently assign particle hypotheses to reconstructed track candidates. It is
composed of two Ring Imaging Cherenkov detectors (RICH1 and RICH2), a
scintillating pad detector (SPD), the preshower detector (PS), an electromagnetic
calorimeter (ECAL), a hadronic calorimeter (HCAL), and a system of five muon
chambers (M1–M5).

The RICH system [96, 97] aims to differentiate between charged hadrons such
as pions, kaons, and protons over a wide momentum range. The separation is
done by exploiting the Cherenkov radiation that charged particles emit when
passing through a radiator medium at a velocity greater than the phase velocity
of light in that medium. The emission angle is given by 𝜃 = arccos (1/𝑛𝛽) relative
to the flight direction of the particle, with 𝑛 being the refraction index of the
radiator medium and 𝛽 being the particle velocity divided by the speed of light.
To reach a wide angular acceptance, the RICH1 detector is placed upstream of
the magnet as close as possible to the VELO. It covers the low and intermediate
momentum region of 2 to 60 GeV/𝑐 . The RICH2 detector is installed downstream
of the magnet behind the tracking stations and covers the higher momentum
region of 15 to 100 GeV/𝑐 . As radiator gases, fluorocarbon compounds with
low dispersion are used, which is C4F10 with 𝑛 = 1.0014 in RICH1 and CF4
with 𝑛 = 1.0005 in RICH2. In Run 1, an additional layer of aerogel was placed as
a radiator medium at the entrance of RICH1 to improve the identification of slow
kaons but removed for Run 2 due to low efficiency. Both detectors have similar
optical systems for deflecting the Cherenkov cones to hybrid photodetectors
outside the acceptance. The resulting ring images on the detector planes can be
translated to particle velocities, which allow for setting mass hypotheses when
including the momentum information from the assigned particle tracks.

The main calorimeter system [98, 99] is composed of an electromagnetic and a
hadronic calorimeter. Both calorimeters follow a classical shashlik-type structure
with alternating scintillator and absorber material. For the ECAL, lead layers
are used as an absorber with a total thickness of 25 radiation lengths, while for
the relatively small HCAL (its size corresponds to only 5.6 nuclear interaction
lengths), iron layers were chosen. Both detectors measure the energy deposit and
position of electrons, photons, and hadrons. While the ECALgives essential input
for identifying electrons and photons by analysing their characteristic shower
shapes, the HCAL is optimised to provide information on charged and neutral
hadrons. Together with the upstream SPD and PS detectors, which support
distinguishing electron showers from high-energetic 𝜋0 mesons, particles can
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Figure 3.4 – Sketch of the LHCb calorimeter and muon system. For different particle
classes, the characteristic shower patterns are shown. Figure refactored from Ref. [100].

be identified based on their different detector signatures, as seen in Fig. 3.4.
Moreover, the measurements of the transverse energy 𝐸Τ in both calorimeters
serve as input for the LHCb fast online event selection (see Section 3.2.3).

The PID system is completed by the muon identification system [101, 102],
which is of outstanding importance for the two presented analyses. It comprises
five stations (M1–M5) arranged along the beam pipe. Station M1 is placed up-
stream, while station M2–M5 are downstream of the calorimeters. Summing
over all stations, the muon system is equipped with 1380 multi-wire propor-
tional chambers. For the innermost region of station M1, gas electron multipliers
(GEM)were chosen for their better radiation hardness. As with the calorimeters,
the active detector layers are laterally segmented with higher resolution in the
inner region and lower resolution in the outer region. They alternate with 80 cm
thick iron absorbers to select penetrating muons, resulting in a total absorber
thickness of 20 interaction length together with the calorimeter system. There-
fore, only muons with a momentum of at least 6 GeV/𝑐 can cross all five stations
and leave the detector. The system provides spatial data for the muon track
reconstruction and is designed for a muon transverse momentum resolution
of 20%. The high muon identification efficiency of around 95% together with
a low misidentification rate of around 0.5% makes the detector well suited for
analyses with muons in the final state [103]. Background pollution can arise via
high-energetic hadrons crossing the calorimeters and reaching the muon sta-
tions (punch-through) or via particles decaying within the detector into muons
but being unrelated to the physics process of interest (decay-in-flight). Like
the calorimeters, the muon system, with its measurement of the transverse mo-
mentum of particles, provides important information for the fast online event
selection that is described in the following.
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3.2.3 Trigger system and 𝑩 candidate reconstruction

The LHC is able to provide its experiments with a peak instantaneous luminosity
of ℒ = 1 × 1034 cm s−1 decreasing over the time of a proton fill. For the LHCb
interaction point, the luminosity is levelled down to ℒ = 4 × 1032 cm s−1 by
reducing the overlap of crossing proton bunches. This luminosity levelling is
necessary since LHCb is not designed to handle the LHC peak luminosity but
profits from more stable data-taking conditions over a longer period, resulting
in more stable reconstruction efficiencies. However, with an effective collision
rate of 15MHz in Run 1 and 30MHz in Run 2 and an average event size of 60
to 70 kB [104], the LHC is still able to provide more data then the detector can
read out and store on tape [105–107]. To reduce the event rate and retain only
events with valuable content for the LHCb physics programme (like events
with 𝐵 meson decays), the detector is equipped with a system for fast online
event selection: the trigger [108, 109].

The system consists of a hardware trigger (L0) and a two-staged high-level
software trigger (HLT1 and HLT2). The trigger is configured via trigger lines,
which are named sets of requirements the different trigger stages evaluate on the
event data. Only events that pass at least one trigger line at every stage are finally
stored on tape. The L0 trigger criteria are implemented in the hardware of the
calorimeter and muon station read-out systems. At a very early data acquisition
stage, the L0 selects events by requiring a minimum transverse momentum 𝑝Τ of
particles in the muon system or a minimum transverse energy 𝐸Τ of particles
in the calorimeter. To further reduce the event rate, the trigger tries to reject
events containing multiple proton-proton collisions (pile-up) or events with
high track multiplicity for which the event reconstruction would take too long.
The former is done by introducing a pile-up veto based on the reconstruction of
all PVs in the VELO [110], while the latter is done by setting upper limits on the
number of hits in the SPD. These requirements lower the event rate to 1MHz.
The second part of the trigger is implemented in software running on an event
filter server farm. The first stage, the HLT1, performs inclusive selections on
one- and two-track signatures from a partial event reconstruction with only a
subset of the detector information. Also, the PV reconstruction is done at this
stage. Decisions are based on properties like track or vertex fit qualities (usually
quantified by the corresponding fit 𝜒2), the 𝑝Τ of particles or the displacement
of tracks from any primary vertex. Especially the latter is an essential feature
in selecting tracks from detached heavy flavour 𝐵 decays. With an input rate
of 110 kHz in Run 2 and by using information from the HLT1, the subsequent
HLT2 stage finally reconstructs the entire event allowing to set requirements on
its topology and other more complex analysis-specific variables. With an event
rate of 12.5 kHz in Run 2, the events passing HLT2 go to tape for later analysis.

All software for the trigger configuration, event reconstruction, and creation of
the analysis-ready data samples is developed under the Gaudi framework [111].
The trigger configurations for the HLT1 and HLT2 stages are implemented in
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the Moore package [112]. The reconstruction sequences for the proto-particle
candidates having a track and a particle hypothesis assigned are defined with the
Brunel software [113]. These particle candidates are persisted on tape, filtered by
a centralised loose preselection, and combined with the DaVinci software [114]
into analysis-specific decay candidates. The data of these final candidates are
then stored on disk as Root files [115] that can be used for a high-level data
analysis.

3.3 Introduction to LHCb simulation
Next to the data, the detector records, Monte Carlo simulated samples of signal
and specific background modes are produced to study detection efficiencies and
frequency distributions for different variables. The software packages for pro-
ducing the simulation samples are bundled in the Gauss framework [116]. The
actual collisions are simulated with the Pythia8 package [117] using a dedicated
LHCb configuration [118]. For the decay of (intermediate) particles, the EvtGen
package [119] is used, while the Photos package [120] takes radiative correc-
tions to the final-state particles and resonances into account. The propagation
through and interaction with the detector material is simulated by the Geant4
toolkit [121]. In the last step, the Boole software [122] takes on digitising the
energy deposition of particles in the detector cells. After this, simulated events
are treated exactly as real data with the further processing as described above.

From an analysis perspective, it is important to notice that the LHCb simu-
lation is not a perfect representation of the signal in data. Therefore, as seen in
both analyses, a significant part of the analysis procedure is understanding the
simulation and calibrating it according to well-known data control channels.
The calibrations are done in a way that the selection efficiencies and multivariate
classifier outputs can be trusted or by calculating estimates on the systematic
uncertainties that arise from the simulation imperfections.

3.4 LHCb terms and variables
Data passing the trigger is stored on tape as explained in Section 3.2.3. Sincemany
different analyses are performed within LHCb, each with different requirements
for the reconstructed decay candidates to be examined, the data are sorted using
a centralised loose preselection.

Similar to the trigger, this preselection is defined via lines, which are named
sets of requirements configured within the DaVinci software. Both analyses
presented in this thesis exploit lines that select events with a dimuon pair, good-
quality tracks, and a vertex displaced from any PV. Details on the preselection
and trigger requirements chosen for the 𝐵0(𝑠)→ 𝜇+𝜇− and 𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇− analyses
are given in Section 4.2 and Chapter 8. For the preselection and subsequent
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high-level data analysis, the DaVinci software provides a variety of variables that
are calculated for each decay candidate, some of which have a specific definition
in the LHCb context:

• After reconstructing candidates for the decay of interest from trigger ac-
cepted events, a trigger category is assigned to each candidate and for
each trigger line indicating whether the event was triggered only by the
reconstructed signal tracks (TOS), independent of the signal tracks (TIS)
or explicitly by both (TOB). Figure 3.5 shows the logic behind this scheme.
The categories are used to measure the trigger efficiencies on data via the
TISTOS method (see Section 7.2.2) or to study the trigger response for
different particles. Since the muon identification rate at LHCb is high, the
muon and dimuon triggers are very efficient. Therefore, the category TOS
is often preferred for decays with muons in the final state. However, as
seen in the 𝐵0(𝑠)→ 𝜇+𝜇− analysis, no specific trigger category is sometimes
chosen in the signal candidate selection to analyse the full trigger output
and maximise the data set statistics.

• The PID system offers two different approaches to quantify the probability
that a particle candidate belongs to a particular species. The first approach
uses log-likelihood differences between the hypothesis of a candidate to be
a true particle 𝑋 and the hypothesis of this particle to be a pion. These log-
likelihooddifferences are provided independently by theRICH, calorimeter
and muon systems and are combined to get one analytical variable:

PID𝑋 = ∑
𝑖
lnℒ𝑖(𝑋) − lnℒ𝑖(𝜋) (3.1)

The second approach combines track reconstruction and PID information
of simulated events to train neural networks optimised to distinguish the
different particle species. One neural network each is trained for kaons,
pions, protons, muons, electrons, and ghost tracks. Ghost tracks result
from the incorrect combination of unrelated hits in the detector and are
treated as background. The neural networks return as output variables
probabilities for a particle candidate to be a true particle 𝑋. These output
variables are referred to as ProbNN(𝑋).

• Another variable for muon identification is named isMuon [103]. This
binary variable is set depending on the number of muon stations that
registered a hit within a field of interest around the track extrapolation.
The number of stations required for a positive decision depends on the
particle momentum, while for the size of the field of interest, the expected
muon scattering within the stations is considered. The variable provides
a powerful complementary approach to the muon PID evaluation, as it is
not used in the neural networks described above.

26



3.4 LHCb terms and variables

Triggered
event

Signal candidate
tracks (S)

The rest of
the event (R)

S+RTrigger? Trigger?

Trigger?TOS TIS

TOB

no noyes yes

Figure 3.5 – Logic behind the LHCb trigger categories. After the decay candidate recon-
struction, a trigger category (TOS, TIS, TOB) is assigned to each candidate and for each
trigger line. Figure refactored from Ref. [123].

• For simulated samples, truth-matching information is provided, given
that the properties of the truly generated decays are known. After recon-
struction, all simulated decay candidates are assigned to a background
category that indicates how closely the reconstructed candidate matches
the generated decay. A category with a low number means a larger match.
The categories relevant for the presented analyses are categories 0 and
10, which contain the correctly reconstructed decays, and category 50,
which contains candidates whose reconstructed 𝐵mass is too low due to
bremsstrahlung losses.

Other variables used in the analyses are listed and defined in Table 3.1.
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3 Experiment

Table 3.1 – Glossary of variable definitions used in the selection of signal candidates.

Variable Explanation

𝑚(𝑎𝑏) Invariant mass of the combination of particle 𝑎 and 𝑏
𝑄 Electric charge of the particle
𝑝 Absolute momentum of the particle
𝑝Τ Transverse momentum of the particle, which is the com-

ponent of the total momentum transverse to the beam
pipe

𝜂 Pseudo-rapidity, which is defined as 𝜂 = − ln tan(𝜃/2),
where 𝜃 is the angle between the momentum of the
particle and the beam pipe. The geometrical LHCb ac-
ceptance is 2 < 𝜂 < 5

𝜒2ΙΡ(PV) Difference in the 𝜒2 of the PV fit when fitting with or
without the particle track/candidate

𝜒2FD(PV) Distance of the decay vertex of the particle with respect
to the PV in units of 𝜒2

𝜒2vertex 𝜒2 of the vertex fit of the particle
𝜒2track 𝜒2 of the track fit of the particle
DIRA Cosine of the flight direction angle, which is defined as

angle between the momentum vector of the particle and
the vector, which points from the origin vertex to the
decay vertex of the particle

DOCA 𝜒2 Distance of closest approach between two particles in
units of 𝜒2

hasRich/hasMuon Decision whether the RICH/muon chamber system re-
gisters a track in the event

GhostProb Probability of a track to be a ghost track
isMuon Decision according to the number ofmuon stationswhere

a hit is found within a field of interest around the track
extrapolation

𝑎 PID𝑏 Measure for the probability of particle 𝑎 to be particle 𝑏
calculated as difference of log-likelihoods

𝑎 ProbNN(𝑏) Probability of particle 𝑎 to be particle 𝑏 calculated by a
neural network

nTracks Number of fitted tracks in the event
dof Number of degrees of freedom
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Part II

Measurement of 𝑩𝟎(𝒔)→ 𝝁+𝝁− decays
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4 Analysis introduction
The first presented analysis aims to measure the branching fractions of the rare
electroweak 𝐵0𝑠 → 𝜇+𝜇− and 𝐵0→ 𝜇+𝜇− decays using the entire proton-proton
collision data set recorded by the LHCb detector in Run 1 and Run 2 of the LHC.
In addition, a determination of the effective 𝐵0𝑠→ 𝜇+𝜇− lifetime and a first search
for the 𝐵0𝑠→ 𝜇+𝜇−𝛾 decay without explicit photon reconstruction are performed.

The analysis was carried out by a group of 14 people who actively contributed
to the internal analysis documentation. The presented thesis concentrates on
the author’s individual contributions. It includes studies on differences between
recorded and simulated data samples, background contributions to the signal
channel, and improvements for the branching fraction normalisation. However,
essential findings by the other proponents and results from previous analyses
are summarised if needed to ensure comprehensibility and provide context.
Emphasis is laid on clarifying those contributions made by others.

Section 4.1 describes the analysis strategy for the branching fraction measure-
ment, followed by a brief discussion of the signal selection in Section 4.2 and the
simulation calibration in Section 4.3. Chapter 5 presents work for the background
estimation in the signal channel. Finally, in Chapter 6, the branching fraction
calculation is outlined, and improvements in the signal efficiency determination
are explained in more detail. The chapter concludes with the presentation and
interpretation of the analysis results.

According to the focus of this thesis, which is the branching fraction meas-
urement of 𝐵0𝑠 → 𝜇+𝜇− and 𝐵0→ 𝜇+𝜇− decays, both the measurements of the
effective 𝐵0𝑠 → 𝜇+𝜇− lifetime and the branching fraction of 𝐵0𝑠 → 𝜇+𝜇−𝛾 decays
are not discussed. Instead, these aspects are examined in Refs. [86, 124–126].

The analysis is summarised in two journal publications: A short presentation
of the main results is given in Ref. [16], while a more detailed and extended
discussion can be found in Ref. [17].

4.1 Analysis strategy
The core strategy for the 𝐵0𝑠→ 𝜇+𝜇− and 𝐵0→ 𝜇+𝜇− branching fraction measure-
ment is adopted from previous LHCb analyses of these decay modes. Compared
to the previous measurement [64], the analysed data set size is doubled. The
past analysis exploited the complete Run 1 but only 25% of the current Run 2
data set. However, the analysis now contains the complete set of proton-proton
collision data collected at centre-of-mass energies of 7, 8, and 13 TeV. The data
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4 Analysis introduction

size corresponds to an integrated luminosity of 9 fb−1. Next to the recorded data,
simulated events are used to study signal selection efficiencies, distributions of
decay candidates in different variables, and prominent exclusive background
modes.

The𝐵0𝑠→ 𝜇+𝜇− and𝐵0→ 𝜇+𝜇− branching fractions are calculated relative to the
branching fractions of the two normalisation modes 𝐵+→ 𝐽/𝜓𝐾+ and 𝐵0→ 𝐾+𝜋−,
which have high yields in the LHCb data. The process 𝐽/𝜓 → 𝜇+𝜇− is always
assumed. For both normalisation modes, the branching fractions are determined
with high precision. The 𝐵+→ 𝐽/𝜓𝐾+ mode is chosen because its two final state
muons lead to similar trigger and particle identification system responses as in
the signal channel. In contrast, the 𝐵0→ 𝐾+𝜋− mode is chosen for its abundance,
yielding a small statistical uncertainty on the normalisation, and its simple two-
body decay topology, which it has in common with the signal modes.

4.2 Selection of 𝑩𝟎(𝒔)→ 𝝁+𝝁− candidates
To separate the signal events from the different background processes, a dedic-
ated signal selection is implemented. The selection strategy for the signal and
normalisation channels consists of several parts: a trigger selection, require-
ments on the topology and kinematics of the event, requirements on particle
identification variables, and the selection by a multivariate classifier.

Regarding the trigger, the most inclusive selection approach is chosen for
the 𝐵0(𝑠) → 𝜇+𝜇− and 𝐵+ → 𝐽/𝜓𝐾+ channels. No specific set of trigger lines is
required for accepting an event, but all events passing the trigger are kept. This
strategy was developed for earlier studies of the decay modes and is motivated
by the high signal efficiencies for 𝐵0𝑠 → 𝜇+𝜇− and 𝐵+ → 𝐽/𝜓𝐾+ decays of 96%
and 90%. At the same time, the strong background suppression of the remaining
selection supports this strategy. The observed high signal efficiencies are due to
the excellent performance of LHCb’smuon identification system. The differences
between the 𝐵0𝑠 → 𝜇+𝜇− and 𝐵+ → 𝐽/𝜓𝐾+ channels are mainly caused by the
kinematics of the modes, with the muons from the 𝐽/𝜓 being less energetic on
average and, therefore, harder to detect.

For the 𝐵0→ 𝐾+𝜋− channel, where no muons are present in the final state,
an inclusive TIS selection at the L0 stage and a selection of exclusive TIS lines
at the HLT1 stage are developed. This new trigger strategy, independent of the
signal candidate, reduces the differences between the signal and the 𝐵0→ 𝐾+𝜋−

trigger lines and yields sufficient statistics for the normalisation. Compared to
the previous analysis [64], where a more inclusive approach was chosen, the
strategy allows for more precise efficiency estimates in the 𝐵0→ 𝐾+𝜋− channel.
For theHLT2 stage, an exclusive TOS trigger selects events with a two-body decay
topology. The 𝐵0→ 𝐾+𝜋− trigger efficiencies for all three trigger stages are meas-
ured using the data-driven TISTOS method [123] (explained in Section 7.2.2)
and yield around 4.3% on Run 1 and 7.3% on Run 2 data.
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4.2 Selection of 𝐵0(𝑠)→ 𝜇+𝜇− candidates

The data that passes the trigger is further reduced with the selection being
adopted from the previous analysis without changes. On top of the centralised
preselection, additional loose requirements are imposed to select decay candid-
ates with high-quality reconstructed tracks and vertices. Only candidates with
SVs that are clearly displaced from any PV are chosen. Additional requirements,
e.g. on the invariant dimuon mass and the muons’ transverse momentum, are
applied to shrink the phase-space volume and reduce the data size while keep-
ing the signal efficiency high. Further background is removed by applying a
loose requirement on the response of a first multivariate classifier, which has a
high 𝐵0𝑠→ 𝜇+𝜇− signal efficiency of 92% measured on simulation. The classifier
mainly exploits topological variables, e.g. the angle between the 𝐵momentum
direction and the direction defined by the vector joining PV and SV, the impact
parameter of the 𝐵 candidate, and the vertex 𝜒2 of the SV.

All muon tracks are required to satisfy the isMuon condition and the more
restrictive requirement

ProbNNcomb = ProbNN(𝜇) × (1 − ProbNN(𝐾)) × (1 − ProbNN(𝑝)) > 𝑞 , (4.1)

with 𝑞 being dependent on the data-taking period. The approach aims at effi-
ciently selecting muons while rejecting backgrounds from misidentified kaons
and protons using the ProbNN and isMuon particle identification variables
presented in Section 3.4. Although it was optimised for the 𝐵0→ 𝜇+𝜇− mode in
Ref. [127], a selection review is performed as part of the presented analysis but
no improvement regarding the choice of 𝑞 is found. The PID signal selection effi-
ciency is evaluated on data using the LHCb-wide hosted PIDCalib package [128]
together with large calibration samples of 𝐽/𝜓→ 𝜇+𝜇− decays, in which the 𝐽/𝜓
mesons originate from inclusive 𝑏 decays. For the Run 1 data, the PID signal
efficiency of the above selection is measured to be 81%, while for the Run 2 data,
it is 84%.

A veto on the dimuon mass is introduced to remove combinations of two
muons with an invariant mass that falls into the 𝐽/𝜓 mass region. The veto
suppresses background contributions like𝐵+𝑐 → 𝐽/𝜓𝜇+𝜈𝜇 decays. Figure 4.1 shows
the distribution of candidates rejected by the 𝐽/𝜓 veto in Run 2 data in the plane
of the dimuon mass and the main multivariate classifier (described below) after
applying kinematic and acceptance cuts. The veto efficiency on 𝐵0𝑠→ 𝜇+𝜇− signal
is about 99.8% in Run 1 and 99.7% in Run 2. At the same time, the number of
rejected signal candidates is negligible in all but the lowest region of the main
multivariate classifier.

The last part of the selection is a multivariate classifier with high separation
power, implemented as a Boosted Decision Tree (BDT) [129]. This BDT is trained
with 𝐵0𝑠→ 𝜇+𝜇− signal simulation against 𝑏 → 𝜇𝜇𝑋 simulation and exploits the
decay topology. Key input variables are two track isolation variables based on
individual BDTs that classify the separation of the signal muon candidates from
other tracks in the event and yield a high separation between signal and back-

33



4 Analysis introduction

0 0.2 0.4 0.6 0.8 1

BDT output

5000

5500

6000)2
) 

(M
eV

/c
µµ

m
(

0

10

20

30

40

C
an

di
da

te
s

Figure 4.1 – Invariant dimuon mass as a function of the signal BDT output for candidates
fulfilling the kinematic and acceptance requirements but being rejected by the 𝐽/𝜓 veto.
The signal region is excluded. The distribution is shown for the Run 2 data set.

ground candidates. Instead of selecting the data based on the classification, the
BDT output is used to bin the data. By transforming the BDT output distribution
to be flat over the range from zero to one in simulation, the signal efficiency is
kept stable between all bins and the most background is gathered in the lowest
BDT bin. Then, the branching fractions are obtained by extracting the number of
signal candidates from simultaneous fits to the invariant dimuon mass in bins
of the BDT output. All bins except for the lowest one are used in the branching
fraction fit. This strategymaximises the sensitivity to the rare modes with respect
to a strategy that applies a requirement on the signal BDT output rejecting true
signal decays.

4.3 Simulation calibration
It is known that the distribution of signal events in several selection variables
does not match perfectly between data and simulation. The differences must
be corrected if reliable information such as signal efficiencies, BDT fractions, or
signal mass distributions are to be obtained from simulation.

In the course of this thesis, differences in kinematic and topological variables
are examined. To calibrate these variables, dedicated per-event weights are calcu-
lated for the simulated samples using gradient-boosted reweighters (GBR) [130]
trained for each data-taking year individually. A GBR is based on an ensemble
of decision trees that are successively applied to the difference between data and
simulation. In this process, weights based on the gradient of data-simulation
similarity are determined at each iteration to improve the reweighting. For the
reweighting, a method has to be applied to access the signal distributions in
data.
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4.3 Simulation calibration

To achieve this, the sPlot technique [131] is used. It can be applied to control
channel data in which the distributions of signal and background in at least one
variable is known. The technique uses a fit to these known distributions to extract
weights (called sWeights) that can be used to project the signal distribution
out of any other variable that is not correlated with the fit variable. Since the
hadronisation processes for 𝐵0𝑠 and 𝐵0 mesons are different, the reweighting for
the two signal channels is done with different control modes. For 𝐵0𝑠 → 𝜇+𝜇−,
the 𝐵0𝑠→ 𝐽/𝜓𝜙 channel is chosen, while for 𝐵0→ 𝜇+𝜇−, the 𝐵+→ 𝐽/𝜓𝐾+ channel
is used assuming the 𝑏 quark hadronisation fractions 𝑓𝑢 and 𝑓𝑑 to be the same.
The fit is performed on the reconstructed 𝐵mass distribution, with the invariant
dilepton mass constrained to be the 𝐽/𝜓mass increasing the mass peak resolution.

The kFolding method [132] with 𝑘 = 5 folds is used to prevent training on
statistical fluctuations of the input data. This method divides the input data
into 𝑘 parts, training the reweighter with 𝑘 − 1 parts and validating the result
using the remaining part. A rotation of the assignment to the training and test
data set results in 𝑘 trained versions of the same reweighter. For the weight
predictions on independent data sets, the mean prediction of all reweighters is
used. The reweighters take the transverse momentum 𝑝Τ, the pseudorapidity 𝜂,
and the 𝜒2IP of the 𝐵 candidate as training inputs. These variables have been
chosen since they are largely uncorrelated, and a disagreement between the signal
in data and simulation is prominent. The use of the track multiplicity variable
nTracks, which is also insufficiently described in simulation, is investigated.
However, a strong correlation with the signal BDT is found, leading to a separate
correction for the track multiplicity, as described below. The distributions from
the simulation are reweighted to match the distributions of the signal in data.
The input distributions used in the reweighting are shown in Fig. 4.2, where
sWeighted data is compared to unweighted and reweighted simulation. After
the reweighting, a better agreement of the distributions can be seen.

Since fewer simulated events are available for the 𝐵0𝑠→ 𝐽/𝜓𝜙mode than for
the 𝐵+→ 𝐽/𝜓𝐾+ mode, the 𝐵0𝑠 reweighter is not trained for each year individually
but for the two-year periods 2011/2012, 2015/2016 and 2017/2018. This proced-
ure is done to get higher stability in the reweighter training. As the algorithm
does not provide an uncertainty on the GBR weights taking the limited statist-
ics of the training samples into account, additional reweighters with half and
a quarter of the training statistics are trained to estimate the variation. These
variations are later considered in the uncertainty calculations of the measured
branching fraction.

The trigger selection efficiency can be calculated using simulated samples.
However, the accuracy of this method is limited as the trigger response is not per-
fectly described in simulation. Therefore, the efficiency is determined using the
alreadymentioned TISTOSmethod [123] on control channel data. Themethod it-
self is explained in Section 7.2, where the trigger calibration for the 𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇−
decay is discussed. For the 𝐵0(𝑠)→ 𝜇+𝜇− and 𝐵+→ 𝐽/𝜓𝐾+ modes in this analysis,
the calibration is performed with data of reconstructed and selected 𝐵+→ 𝐽/𝜓𝐾+
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Figure 4.2 – Input distributions for the gradient-boosted reweighters, which are trained
in the (left) 𝐵+→ 𝐽/𝜓𝐾+ and (right) 𝐵0𝑠→ 𝐽/𝜓𝜙 decay channel. The sWeighted data is
compared to plain and calibrated simulation. The 2018 data set is shown.
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events. The efficiencies are calculated as a function of the maximum muon
transverse momentum and the product of the two muon transverse momenta
as these are the variables the L0 muon trigger selects on. Then, the resulting
efficiency maps are convoluted with the kinematics of the simulated samples
to get an integrated trigger efficiency per mode. The procedure assumes the
signal and the rest of the event are kinematically independent. However, this
is not entirely given, leading to a separate calibration in different kinematical
bins. For the 𝐵0 → 𝐾+𝜋− mode, the candidates are triggered independently
of the signal using a TIS selection at the L0 and HLT1 stage, as mentioned in
Section 4.2. The approach to compute the calibrated trigger efficiency follows the
one for the muon modes. Instead of using the muon kinematics, the efficiency
maps are calculated with the TISTOS method in bins of the momentum and the
pseudorapidity of the parent 𝐵meson. In contrast, the HLT2 efficiency is taken
directly from simulation as it is found to be sufficiently well described.

Besides the kinematic and trigger corrections, further calibrations are applied:
Corrections to the PID variables and misidentification rates are discussed in
Section 5.1. A dedicated method to calibrate the track reconstruction efficiency
is presented in Section 6.1.2.

For the 𝐵0𝑠→ 𝜇+𝜇− channel, an additional correction is applied to account for
the relative decay-width asymmetry measured for the heavy and light 𝐵0𝑠 meson
mass eigenstates [133, 134]. Both states have different lifetimes. However, in
the SM, only the heavy mass eigenstate decays into two muons. In simulation,
an averaged lifetime is used for the 𝐵0𝑠 decay. The reconstruction and selection
depend slightly on the lifetime. Therefore, correction factors for the decay time
selection efficiency are derived from the known decay-width asymmetry in bins
of the signal BDT output. In the 𝐵0 system, the decay-width asymmetry is close
to zero, which leads to a negligible lifetime difference and no correction.

For the branching fraction fit, the 𝐵0𝑠→ 𝜇+𝜇− and 𝐵0→ 𝜇+𝜇− mass distributions
are modelled by double-sided Crystal Ball functions [135] (see Section 6.2). The
mean and width of these models are calibrated on control channel data. The
mean is estimated from 𝐵0𝑠→ 𝐾+𝐾− and 𝐵0→ 𝐾+𝜋− decays, respectively, while
the width is derived from the interpolation of the mass resolution between
different charmonium and bottomonium resonances. The tail parameters of the
Crystal Ball functions are determined from 𝐵0(𝑠)→ 𝜇+𝜇− simulation taking the
calibrated mass resolutions into account.

A final correction is applied to model the BDT fractions correctly. The BDT
fractions describe the distribution of candidates over the full BDT range and
are calculated in bins of the signal BDT output. They can be cross-checked
with data by comparing to the 𝐵0 → 𝐾+𝜋− and 𝐵0𝑠 → 𝐾+𝐾− signal in control
channel data. After applying all corrections described above, the BDT fractions
are still insufficiently well described in simulation. The remaining discrepancies
result from the improper description of the event multiplicity and the correlation
of the BDT output distribution with the non-signal part of the event, which
is introduced by the isolation variables in the BDT training. The differences
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are addressed by performing a further two-dimensional reweighting, using the
nTracks distribution and the BDT output distribution for binning. The correction
factors are derived by comparing the distributions in 𝐵+ → 𝐽/𝜓𝐾+ data and
simulation. Then, the factors are applied to the two-body signal and control
channels. Figure 4.3 shows the BDToutput distribution in the signal channel data.
The calibration is obtained in two ways, either with 𝐵0𝑠→ 𝐾+𝐾− and 𝐵0→ 𝐾+𝜋−

data or with 𝐵0𝑠→ 𝜇+𝜇− and 𝐵0→ 𝜇+𝜇− simulation. In both cases, all described
corrections are applied. Both methods have a high agreement, whereas the
calibration with the simulated samples shows significantly smaller uncertainties.
Indeed, it turns out that the uncertainty on the BDT calibration can be reduced
by a factor of ten down to 1% using the simulation-based method performed in
this analysis for the first time.
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Figure 4.3 – BDT output from calibrated (a) 𝐵0𝑠 → 𝐾+𝐾− and (b) 𝐵0→ 𝐾+𝜋− channel
data compared to either 𝐵0 → 𝜇+𝜇− or 𝐵0𝑠 → 𝜇+𝜇− calibrated simulation. Within the
uncertainties, the distributions are consistent. The calibration based on the simulated
samples shows ten times smaller uncertainties and is used for the analysis. The plots for
the Run 2 data set are shown.
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5 Background studies
This chapter presents the evaluation of background contributions to the signal
channel. Despite an optimised 𝐵0(𝑠)→ 𝜇+𝜇− signal selection with strong back-
ground suppression, several irreducible background decays are left in the data
set and must be estimated and modelled for the branching fraction fit. The
prominent background modes considered in the analysis are:

• 𝐵0(𝑠)→ ℎ+ℎ(′)− decays, with ℎ(′) being real kaons or pions wrongly identified
as muons, which contaminate the 𝐵0 signal region;

• 𝐵0 → 𝜋−𝜇+𝜈𝜇 decays, which pollute the left mass sideband due to a pion
misidentified as a muon and an undetected neutrino;

• 𝐵0𝑠 → 𝐾−𝜇+𝜈𝜇 decays, which pollute the left mass sideband due to a kaon
misidentified as a muon and an undetected neutrino;

• 𝐵+ → 𝜋+𝜇+𝜇− and 𝐵0 → 𝜋0𝜇+𝜇− decays, with two real muons in the final
state, which contribute to the left mass sideband;

• Λ0
𝑏 → 𝑝𝜇−𝜈̄𝜇 decays, with a proton misidentified as a muon, which mainly

populate the left sideband, but also contribute to the signal mass region;

• 𝐵+𝑐 → 𝐽/𝜓𝜇+𝜈𝜇 decays, with one muon from the 𝐽/𝜓 and one from the 𝐵+𝑐
decay forming a good vertex. The background mainly populates the left
sideband but also contributes to the signal mass region. Studies on this
decay can be found in Ref. [86];

• 𝐵0𝑠→ 𝜇+𝜇−𝛾 decays, with two real muons in the final state and an escaped
photon contaminating the left mass sideband. The decay rate study is
beyond this thesis’s scope but is covered in the presented LHCb publication
as an additional observable. Details can be found in Ref. [125].

In addition, the fit contains an exponential component per BDT bin to cover
combinatorial background that results from random combinations of unrelated
muons in the detector passing the selection. The fit directly determines the
contribution of the combinatorial background via these free components.

The work presented in this thesis comprises investigations for the above
semileptonic decays resulting from a single hadron misidentification or miss-
ing particles in the final state. However, for completeness, also findings for
the fully hadronic background contributions are briefly summarised, together
with a description of a new data-driven strategy for obtaining the hadron-muon
misidentification rate.
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5.1 Hadronic backgrounds
The 𝐵0(𝑠)→ ℎ+ℎ(′)− backgrounds pollute the signal region when both hadrons are
wrongly identified as muons. They are challenging since the backgrounds are
peaking near the 𝐵0 mass, limiting the sensitivity on the 𝐵0→ 𝜇+𝜇− mode. There-
fore, a reliable determination of the hadron misidentification rates is essential to
disentangle the signal and background components in the fit correctly.

The PIDCalib package [128] was used to calibrate the misidentification rates in
the previous analyses. The LHCb-wide hosted package exploits clean calibration
samples of 𝐷∗+ → 𝐷0(→ 𝐾−𝜋+)𝜋+ decays to obtain 𝜋 → 𝜇 and 𝐾 → 𝜇misidenti-
fication maps in bins of the hadron’s momentum and transverse momentum. By
applying the maps to the kinematics of the background channels, data-driven
estimates of the misidentification rates can be made, and systematic uncertainties
can be attached, with the latter being considerably large in previous analyses.

However, this update analysis found that the PIDCalib approach constantly
underestimates the kaon and pion misidentification rates when applying a strict
muon PID requirement to the hadrons. The problem originates mainly from
low-energetic kaons and pions decaying to muons within the detector according
to ℬ (𝜋 → 𝜇𝜈) ≈ 99% and ℬ (𝐾 → 𝜇𝜈) ≈ 64% [27]. These decay-in-flight hadrons
cause a momentum loss in the reconstruction due to the missing neutrinos and
create a sizeable tail in the invariant𝐾𝜋 distribution, which becomes visible when
applying the muon selection. For pions, the tail is shown in Fig. 5.1a. At the same
time, the PIDCalib approach relies on the sPlot method to extract information
about the pure signal kinematics from the calibration channel. It assumes that
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Figure 5.1 – (a) Invariant 𝐾𝜋mass from 𝐷0 → 𝐾−𝜋+ simulation with no PID selection
applied (grey) and with the muon selection applied to the pion (blue). The dashed
lines mark the PIDCalib mass window. (b) Fit to the 𝐷0 → 𝐾−𝜋+ calibration sample
with the muon selection applied to the pion. The solid grey component corresponds
to the insufficient model PIDCalib is using. The dashed grey component describes the
contribution from decay-in-flight pions.
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the invariant 𝐾𝜋mass shape and the muon selection are independent and that
all calibration events are gathered in the fit mass range. Both conditions are no
longer met, causing the sPlot method to fail.

A novel procedure is developed to account for the problem: The misidenti-
fication rates are now determined from fits to the calibration data sets before
and after applying the muon selection following a fit-and-count approach. The
fits are done in kinematic bins of momentum and transverse momentum and
consider the decay-in-flight hadrons by modelling the distribution’s tail in the
selected 𝐾𝜋 sample as seen in Fig. 5.1b. The events outside the PIDCalib fit
mass range are estimated from large samples of𝐷0 → 𝐾−𝜋+ decays, additionally
studied for this analysis. Compared to the previous PIDCalib approach, the
final effect measured on 𝐵0(𝑠)→ ℎ+ℎ(′)− decays is a more than 50% increase of
the misidentification rate per track. Independent and data-driven cross-checks
with 𝐵0 → 𝐾+𝜋− decays are performed, validating the new procedure. The
double misidentification probabilities for Run 1 and Run 2 data are calculated
separately for the exclusive 𝐵0→ 𝐾+𝜋−, 𝐵0 → 𝜋+𝜋−, 𝐵0𝑠 → 𝜋+𝐾−, and 𝐵0𝑠→ 𝐾+𝐾−

modes. Based on these numbers, the amount of expected 𝐵0(𝑠)→ ℎ+ℎ(′)− events in
bins of the signal BDT output is determined and stated in Table 5.1.

5.2 Semileptonic backgrounds
Next to purely hadronic 𝐵0(𝑠)→ ℎ+ℎ(′)− backgrounds, several semileptonic back-
grounds contaminate the signal mass region, especially the lower mass side-
band. This thesis investigates the exclusive decays 𝐵0 → 𝜋−𝜇+𝜈𝜇, 𝐵0𝑠 → 𝐾−𝜇+𝜈𝜇,
𝐵+ → 𝜋+𝜇+𝜇−, 𝐵0 → 𝜋0𝜇+𝜇−, and Λ0

𝑏 → 𝑝𝜇−𝜈̄𝜇. A discussion of the important
background contribution from 𝐵+𝑐 → 𝐽/𝜓𝜇+𝜈𝜇 decays can be found in Ref. [86].

All studied backgrounds have one or two realmuons in the final state. Contam-
ination of the signal channel arises from the partial reconstruction of the decays
or misidentification of the hadrons. For all semileptonic background modes, the
number of expected candidates is estimated by normalising to the 𝐵+→ 𝐽/𝜓𝐾+

channel as it is done for the 𝐵0(𝑠)→ 𝜇+𝜇− channel (see Section 6.1):

𝑁expected = 𝑓𝑥
𝑓𝑢
× 𝑁(𝐵+→ 𝐽/𝜓𝐾+)

ℬ (𝐵+→ 𝐽/𝜓𝐾+) × 𝜀(𝐵+→ 𝐽/𝜓𝐾+)�����������������������������������������������������
𝛽𝑥

×ℬ × 𝜀 . (5.1)

Here, 𝑥 denotes one of the initial state hadrons (or its relevant quark flavour),
making the 𝛽 factor dependent on the involved hadronisation fractions. The
total detection efficiencies 𝜀 are estimated from simulation, except for the PID
efficiency, calculated with PIDCalib for muons and protons and with the new
data-driven approach for pions and kaons. Since it is needed for the branching
fraction fit, the background expectations are computed in bins of the signal
BDT output. For the 𝐵+, 𝐵0, and 𝐵0𝑠 background contributions, the kinematic
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weights derived in Section 4.3 are considered as they substantially affect the
signal in high BDT bins. The same procedure as for 𝐵0(𝑠)→ 𝜇+𝜇− is applied to the
background channels to obtain the weights. As the sum of weights for a channel
is not normalised to one, the weights are not used in the absolute detection
efficiency calculations. Nevertheless, they are used to correct the different BDT
fractions, i.e. the distribution of signal events over the full BDT range.

5.2.1 𝑩𝟎 → 𝝅−𝝁+𝝂𝝁
The semileptonic 𝐵0 → 𝜋−𝜇+𝜈𝜇 decay has a branching fraction [136] of

ℬ (𝐵0 → 𝜋−𝜇+𝜈𝜇) = (1.50 ± 0.06) × 10−4 (5.2)

and enriches the background in the signal channel when the pion is wrongly
identified as a muon. Due to the missing energy of the escaping neutrino, the
decay spectrum is shifted toward lower masses. Still, contributions dominant
in the left mass sideband affect the sensitivity to the rare modes by tails into
the signal region or at least by correlations with other background components.
Consequently, the decay’s contribution and invariant mass shape per BDT bin
must be estimated and modelled carefully.

The background is examined using simulated𝐵0 → 𝜋−𝜇+𝜈𝜇 samples generated
with the latest revision of the simulation software for this analysis. To speed up
the generation process, the invariant 𝜋𝜇mass is forced to be above 4500MeV/𝑐2.
This requirement allows producing more events in a reasonable amount of time,
resulting in a data sample corresponding to six million signal events for Run 1
and 16 million events for Run 2.

The simulated samples are produced with the ISGW2 form factor model de-
veloped in Refs. [137, 138]. As can be seen in Fig. 5.2a, the generated 𝑞2 spectrum
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Figure 5.2 – (a) Generated 𝑞2 distribution of 𝐵0 → 𝜋−𝜇+𝜈𝜇 decays using the ISGW2 form
factor model and a fit to data and recent lattice QCD results. (b) Generated 𝜋𝜇mass
versus generated 𝑞2 distribution in the simulated 𝐵0 → 𝜋−𝜇+𝜈𝜇 sample.

44



5.2 Semileptonic backgrounds

5000 5200 5400 5600

)2c) (MeV/µµm(

0.02

0.04

C
an

di
da

te
s 

(a
.u

.)
LHCb simulation

 FF weights+

 [0.0, 0.5]∈BDT 

(a)

5000 5200 5400 5600

)2c) (MeV/µµm(

0.01

0.02

0.03

0.04

C
an

di
da

te
s 

(a
.u

.)

LHCb simulation
 FF weights+

 [0.5, 1.0]∈BDT 

(b)

Figure 5.3 – Invariant mass distributions of 𝐵0 → 𝜋−𝜇+𝜈𝜇 decays in the reconstructed
dimuon channel with and without the form factor weights. The distributions are shown
for (a) BDT ∈ [0.0, 0.5] and (b) BDT ∈ [0.5, 1.0].

produced with this model disagrees with the spectrum obtained from a fit to
recent data and lattice QCD calculations, using the BCL parametrisation presen-
ted in Refs. [139, 140]. From bin-wise comparisons, weights are computed to
correct the simulated events:

𝑤1 = 0.772 ± 0.035 (𝑞2 ∈ [0.00, 1.67]GeV2/𝑐2) (5.3)
𝑤2 = 0.767 ± 0.032 (𝑞2 ∈ [1.67, 3.33]GeV2/𝑐2) (5.4)
𝑤3 = 0.802 ± 0.032 (𝑞2 ∈ [3.33, 5.00]GeV2/𝑐2) . (5.5)

The uncertainty determination on the weights is fully revisited for this analysis.
Now, it relies on the limited statistics of the used simulation sample and the
uncertainty of the BCL model, which is derived by the following procedure:
Different form factors are sampled according to the coefficients and the covari-
ance matrix, both given in Ref. [140]. For each set of form factors, 𝑞2 values are
generated from the function of the differential decay width. The number of gen-
erated 𝑞2 values is chosen high so that statistical uncertainties become negligible.
Then, the 𝑞2 values are binned, and the means and standard deviations of the bin
contents are determined across the different form factor samples. It is assumed
that the weight uncertainties are fully correlated.

As shown in Fig. 5.2b, only the region with 𝑞2 < 5GeV2/𝑐2 is relevant for
correcting the simulated samples. This region is due to the invariant mass cut
on the dimuon candidate at 4900MeV/𝑐2, which is applied before the signal fit
and strictly constrains the 𝑞2 spectrum.

Following the correction, a study is performed to show that the form factor
reweighting has no effect on the𝐵0 → 𝜋−𝜇+𝜈𝜇 mass shape in the dimuon channel.
This can be seen in Fig. 5.3, where the invariant mass distributions with and
without the form factor weights are compared in two different BDT regions. The
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Figure 5.4 – Invariant mass distribution of 𝐵0 → 𝜋−𝜇+𝜈𝜇 decays in the reconstructed
dimuon channel and shape fitted to simulation. The distributions are shown separately
for the six BDT bins.

invariant mass distributions in bins of the BDT are fitted on simulation with
one-dimensional kernel density estimators using Gaussian kernels. In Fig. 5.4,
the fit results are shown.

The muon selection efficiency is calculated from data with PIDCalib in bins of
the momentum, transverse momentum, and the number of tracks in the event.
The same procedure is applied to the 𝐵0(𝑠)→ 𝜇+𝜇− signals. For the pion, the same
approach as for the 𝐵0(𝑠)→ ℎ+ℎ(′)− backgrounds is used.

In Table 5.1, the amount of expected 𝐵0 → 𝜋−𝜇+𝜈𝜇 events per BDT bin is listed.
The quoted uncertainties include the uncertainties on the branching fraction, the
normalisation with 𝐵+→ 𝐽/𝜓𝐾+, and the total efficiencies from simulation and
calibration samples; this applies to all background estimates given in the rest of
this chapter.

5.2.2 𝑩𝟎
𝒔 → 𝑲−𝝁+𝝂𝝁

Similar to 𝐵0 → 𝜋−𝜇+𝜈𝜇 decays, the semileptonic 𝐵0𝑠 → 𝐾−𝜇+𝜈𝜇 decay can repres-
ent a significant peaking background for the analysis when the kaon is misiden-
tified as a muon. The branching fraction of the decay has recently been measured
by LHCb [141] to be

ℬ (𝐵0𝑠 → 𝐾−𝜇+𝜈𝜇) = (1.06 ± 0.10) × 10−4 , (5.6)

which is 25% lower than the value used in the last LHCb analysis, where the
branching fraction was estimated from only theory inputs. The rate is of the
same order of magnitude as for 𝐵0 → 𝜋−𝜇+𝜈𝜇 decays. However, the contribution
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Figure 5.5 – (a) Generated 𝑞2 distribution of 𝐵0𝑠 → 𝐾−𝜇+𝜈𝜇 decays using the ISGW2 form
factor model and recent lattice QCD results. (b) Generated 𝐾𝜇mass versus generated 𝑞2
distribution in the simulated 𝐵0𝑠 → 𝐾−𝜇+𝜈𝜇 sample.

from 𝐵0𝑠 → 𝐾−𝜇+𝜈𝜇 decays is expected to be smaller due to the larger mass shift,
explained by themass difference of kaons and pions and the lower fragmentation
fraction of the 𝐵0𝑠 meson.

Again, large simulated signal samples are produced to study the background
contribution. Similar to the 𝐵0 → 𝜋−𝜇+𝜈𝜇 case, a form factor reweighting is
applied to the 𝑞2 spectrum. A difference is that only lattice QCD calculations
and no fits to data are available for the form factors. In Fig. 5.5a, the 𝑞2 spectrum
obtained from the already mentioned ISGW2 model in LHCb simulation is
compared to the spectrum generated according to lattice QCD predictions based
on the recent FLAG average [53]. Both distributions agree better than in the
case of 𝐵0 → 𝜋−𝜇+𝜈𝜇 decays. Still, the simulation consistently overestimates the
background in the lower 𝑞2 region, requiring a correction to avoid biasing the
branching fraction fit.

With the same procedure as for 𝐵0 → 𝜋−𝜇+𝜈𝜇 decays, weights are derived to
scale the simulation in the different 𝑞2 regions:

𝑤1 = 0.93 ± 0.16 (𝑞2 ∈ [0.00, 1.67]) (5.7)
𝑤2 = 0.90 ± 0.14 (𝑞2 ∈ [1.67, 3.33]) (5.8)
𝑤3 = 0.88 ± 0.12 (𝑞2 ∈ [3.33, 5.00]) . (5.9)

The uncertainties on the weights in the relevant region with 𝑞2 < 5GeV2/𝑐2 are
much larger than for the pionic background, which is caused by the significant
uncertainties of the form factors at low 𝑞2.

In Table 5.1, the expected numbers of events in bins of the BDT are listed.
The invariant mass distributions in bins of the BDT are fitted on simulation
with one-dimensional kernel density estimators using Gaussian kernels. The fit
results are shown in Fig. 5.6.
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Figure 5.6 – Invariant mass distribution of 𝐵0𝑠 → 𝐾−𝜇+𝜈𝜇 decays in the reconstructed
dimuon channel and shape fitted to simulation. The distributions are shown separately
for the six BDT bins.

5.2.3 𝑩+ → 𝝅+𝝁+𝝁− and 𝑩𝟎 → 𝝅𝟎𝝁+𝝁−

The 𝐵+ → 𝜋+𝜇+𝜇− and 𝐵0 → 𝜋0𝜇+𝜇− decays can mimic the 𝐵0(𝑠)→ 𝜇+𝜇− decay
due to two final state muons forming a high-quality vertex and an escaping pion.
While the dimuon mass distribution will not reach the signal region, it could
affect the left sideband. The 𝐵+ → 𝜋+𝜇+𝜇− decay has a branching fraction [136]
of

ℬ (𝐵+ → 𝜋+𝜇+𝜇−) = (1.75 ± 0.22) × 10−8 . (5.10)

The 𝐵0 → 𝜋0𝜇+𝜇− decay has not been observed so far, but a theoretical estim-
ate [142] of its rate relative to 𝐵+ → 𝜋+𝜇+𝜇− can be used:

ℬ (𝐵0 → 𝜋0𝜇+𝜇−)
ℬ (𝐵+ → 𝜋+𝜇+𝜇−) = 0.47

+0.22
−0.18 . (5.11)

From this, an estimate for the branching fraction is obtained:

ℬ (𝐵0 → 𝜋0𝜇+𝜇−) = (0.82 ± 0.36) × 10−8 . (5.12)

The strategy to estimate the background contribution remains unchanged
compared to the previous 𝐵0(𝑠) → 𝜇+𝜇− analysis. However, larger simulation
samples are used for the two decays, with both muons required to be in the
detector acceptance. The expected numbers of events in bins of the BDT are
listed in Table 5.1. In Fig. 5.7, the fit results are shown. The same mass shape
is used for both 𝐵+ → 𝜋+𝜇+𝜇−, and 𝐵0 → 𝜋0𝜇+𝜇− decays, as the dimuon mass
distributions agree well in the simulated samples.
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Figure 5.7 – Invariant mass distribution of 𝐵+ → 𝜋+𝜇+𝜇− and 𝐵0 → 𝜋0𝜇+𝜇− decays in
the reconstructed dimuon channel and shape fitted to simulation. The distributions are
shown separately for the six BDT bins.

5.2.4 Λ𝟎
𝒃 → 𝒑𝝁−𝝂̄𝝁

The baryonic Λ0
𝑏 → 𝑝𝜇−𝜈̄𝜇 decay can imitate the 𝐵0(𝑠) → 𝜇+𝜇− decay when the

proton is wrongly reconstructed as a muon. It can happen due to noise or
punch-through muons from proton showers in the calorimeters (as explained in
Section 3.2.2). In Ref. [143], the LHCb collaboration measured the branching
fraction of the decay to be

ℬ (Λ0
𝑏 → 𝑝𝜇−𝜈̄𝜇) = (4.1 ± 1.0) × 10−4 , (5.13)

with the uncertainty being dominated by the knowledge of the Λ0
𝑏 → 𝑝 form

factors at low 𝑞2. The hadronisation fraction of Λ0
𝑏 baryons is taken from the

LHCb measurement [144] of

𝑟𝛬(𝑝Τ) ≡
𝑓Λ0

𝑏

𝑓𝑢 + 𝑓𝑑
(𝑝Τ) = 𝐴 �𝑝1 + exp �𝑝2 + 𝑝3 × 𝑝Τ�� , (5.14)

where
𝐴 = 1.000 ± 0.061
𝑝1 = (7.93 ± 1.41) × 10−2

𝑝2 = −1.022 ± 0.047
𝑝3 = (−0.107 ± 0.002) GeV−1 .

The relation 𝛽𝛬 = 2𝑟𝛬(𝑝Τ) × 𝛽𝑢 is obtained by assuming the hadronisation frac-
tions 𝑓𝑢 and 𝑓𝑑 to be equal. Since the ratio 𝑟𝛬 has a 𝑝Τ dependence, the hadron-
isation fraction of the Λ0

𝑏 baryon is incorporated in the background efficiency by
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Figure 5.8 – (a) Generated 𝑞2 distribution ofΛ0
𝑏 → 𝑝𝜇−𝜈̄𝜇 decays using a lattice QCD form

factor model in simulation and using the model with updated values. (b) Generated 𝑝𝜇
mass versus generated 𝑞2 distributions in the simulated Λ0

𝑏 → 𝑝𝜇−𝜈̄𝜇 sample.

assigning per-event-weights of 2𝑟𝛬(𝑝Τ) and then using 𝛽𝑢 to normalise. In the
above equation, the transverse momentum of the combination formed by the
muon and the proton is used, as it corresponds with the one from the Λ+

𝑐 𝜇− pair
in Λ0

𝑏 → Λ+
𝑐 𝜇−𝜈̄𝜇𝑋 decays used in the LHCb measurement.

Simulated samples of about two million signal events for Run 1 and 14 million
events for Run 2 are used to study the background. The events were generated
requiring 𝑚(𝑝𝜇) > 4500MeV/𝑐2 and using the lattice QCD form factor model
given in Ref. [145]. Similar to 𝐵0 → 𝜋−𝜇+𝜈𝜇 and 𝐵0𝑠 → 𝐾−𝜇+𝜈𝜇 decays, a correc-
tion is applied to the 𝑞2 spectrum considering the theoretical uncertainties on the
form factor description. In Fig. 5.8a, the 𝑞2 spectrum in simulation is compared
to the spectrum generated according to the same lattice QCD model but with
updated form factor values from Ref. [146]. From the comparison, weights are
obtained to scale the simulated events:

𝑤1 = 0.82 ± 0.97 (𝑞2 ∈ [0.00, 1.67]) (5.15)
𝑤2 = 0.83 ± 0.82 (𝑞2 ∈ [1.67, 3.33]) (5.16)
𝑤3 = 0.81 ± 0.66 (𝑞2 ∈ [3.33, 5.00]) . (5.17)

The given uncertainties are due to the limited statistics of the simulated samples
and the uncertainties in the lattice QCD model, which are derived by varying the
form factorswithin the corresponding parameter uncertainties. The uncertainties
on the weights are assumed to be fully correlated.

As shown in Fig. 5.8b, only the region with 𝑞2 < 5GeV2/𝑐2 is relevant for the
analysis. The expected number of Λ0

𝑏 → 𝑝𝜇−𝜈̄𝜇 background events in bins of the
BDT are listed in Table 5.1.

The invariant mass distributions in bins of the BDT are fitted on the simulated
samples with one-dimensional kernel density estimators using Gaussian kernels.
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Figure 5.9 – Invariant mass distribution of Λ0
𝑏 → 𝑝𝜇−𝜈̄𝜇 decays in the reconstructed

dimuon channel and shape fitted to simulation. The distributions are shown separately
for the six BDT bins.

In Fig. 5.9, the fit results are shown. Potential small shape variations due to form
factor uncertainties are not considered in the analysis, as the actual contribution
of Λ0

𝑏 → 𝑝𝜇−𝜈̄𝜇 decays is found to be very small. This step is justified as follows:
The large form factor uncertainties of about 100% in the relevant 𝑞2 regions are

considered by simultaneously moving all form factor weights up and down. It is
found that the mass shape only varies if the form factor weights come close to
the physical boundary at zero. The variation can be seen in Figs. 5.10a and 5.10b.
However, this is an unphysical scenario, as a comparison of the lattice QCD
model to a light-cone sum rules (LCSR) model [147] (physically well motivated
at low 𝑞2) in Fig. 5.10c shows. Contrary, both the lattice QCD and LCSR models
come to very similar central values for the form factors around 𝑞2 < 5GeV2/𝑐2.
Additionally, smaller form factors in this region would reduce the Λ0

𝑏 → 𝑝𝜇−𝜈̄𝜇
yield in the LHCb acceptance. It has been tested that the large form factor
uncertainties propagated to the Λ0

𝑏 → 𝑝𝜇−𝜈̄𝜇 yield have a negligible impact on
any of the signal branching fractions and the effective lifetime measurement
compared to a fixed yield. Therefore, it is concluded that reasonably small
mass shape variations cannot affect the intended branching fraction and effective
lifetime measurements either.

5.3 Summary of expected background events
The expected numbers of background events in bins of the signal BDT output
and in the dimuon mass range from 4900 to 6000 MeV/𝑐2 are summarised in
Table 5.1 for Run 1 and Run 2, respectively. All estimates are used to constrain
the background components in the branching fraction fit described in Section 6.2.
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Figure 5.10 – Invariant mass distributions of Λ0
𝑏 → 𝑝𝜇−𝜈̄𝜇 decays with and without form

factor weights applied. The form factor weights are additionally moved up and down by
(a) 0.5𝜎 and (b) 0.9𝜎. (c) Normalised 𝑞2 distribution of Λ0

𝑏 → 𝑝𝜇−𝜈̄𝜇 decays according
to an LCSR form factor model [147]. The black (grey) lines indicate the axial-vector
(pseudoscalar) contributions and the dashed lines indicate their uncertainties. In the
low 𝑞2 region relevant for this analysis, both the lattice QCD and LCSR model indicate
similar, clearly non-zero, central values for the form factors.
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6 Branching fraction measurement

In this chapter, the results of the 𝐵0𝑠→ 𝜇+𝜇− and 𝐵0→ 𝜇+𝜇− branching fraction
measurements are presented. The normalisation procedure is outlined in Sec-
tion 6.1. It comprises the strategy, the efficiency calculation, and a presentation
of the normalisation constants, including validation studies. A description of
the mass model used in the branching fraction fit is given in Section 6.2. Lastly,
the branching fraction fit results are shown and interpreted in Section 6.3.

6.1 Normalisation with 𝑩+→ 𝑱/𝝍𝑲+ and 𝑩𝟎→ 𝑲+𝝅−
decays

The efficiency-corrected number of observed 𝐵0𝑠→ 𝜇+𝜇− and 𝐵0→ 𝜇+𝜇− events
can be translated into branching fractions using the integrated luminosity of the
data set, the production cross-section of 𝑏𝑏̄ pairs at LHCb, and the hadronisation
fraction for 𝐵0𝑠 and 𝐵0 mesons. However, the integrated luminosity comes with
significant uncertainty. Therefore, the signal branching fractions are calculated
with another approach: The number of observed signal events is normalised to
the 𝐵0→ 𝐾+𝜋− and 𝐵+→ 𝐽/𝜓𝐾+ decay modes. The normalisation equation is

ℬ (𝐵0(𝑠)→ 𝜇+𝜇−) = 1
∑𝑦⟨𝛽

(𝑦)⟩𝜀(𝑦)(𝐵0(𝑠)→ 𝜇+𝜇−) �
× 𝑓𝑑
𝑓𝑠
�

�����������������������������������������������
𝛼(𝑠)

× 𝑁(𝐵0(𝑠)→ 𝜇+𝜇−) , (6.1)

where 𝛼 and 𝛼𝑠 are the single-event sensitivities for the signal modes. The
factor ⟨𝛽(𝑦)⟩ is calculated as sum over all data-taking years 𝑦 to be the uncertainty-
weighted average of

𝛽𝑢 =
𝑁(𝐵+→ 𝐽/𝜓𝐾+)

ℬ (𝐵+→ 𝐽/𝜓𝐾+) × 𝜀(𝐵+→ 𝐽/𝜓𝐾+) (6.2)

and

𝛽𝑑 =
𝑁(𝐵0→ 𝐾+𝜋−)

ℬ (𝐵0→ 𝐾+𝜋−) × 𝜀(𝐵0→ 𝐾+𝜋−) . (6.3)

Here, 𝑁 is the observed number of signal events, and 𝜀 denotes the measured
efficiency. The process 𝐽/𝜓 → 𝜇+𝜇− is always assumed. While the number of
signal events is determined from simultaneous fits to selected signal candidates
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6 Branching fraction measurement

in the Run 1 and Run 2 data sets, the efficiencies are obtained using a mixture of
simulation-based and data-driven techniques as explained in Section 4.3 and in
the following sections. The branching fractions of the normalisation modes [27]

ℬ (𝐵+→ 𝐽/𝜓𝐾+) = (6.00 ± 0.16) × 10−5 (6.4)
ℬ (𝐵0→ 𝐾+𝜋−) = (1.96 ± 0.05) × 10−5 (6.5)

are used as external inputs, with the 𝐽/𝜓→ 𝜇+𝜇− branching fraction being in-
cluded in the above value. The hadronisation fraction ratio 𝑓𝑠/𝑓𝑑 enters into the
calculation of 𝛼𝑠 and contributes significantly to the uncertainty. It is found to de-
pend on the 𝑏 hadron momentum and the centre-of-mass energy of the collision.
In previous analyses, it was tried to avoid this ratio by measuring 𝐵0𝑠 → 𝜇+𝜇−
relative to the decay mode 𝐵0𝑠→ 𝐽/𝜓𝜙with 𝜙→ 𝐾+𝐾−. However, no improve-
ment was found due to the uncertainty on the introduced 𝐵0𝑠→ 𝐽/𝜓𝜙 branching
fraction. The value of 𝑓𝑠/𝑓𝑑 has been measured by LHCb in different modes
and at different collision energies, like in semileptonic 𝐵 → 𝐷𝜇𝑋 decays at 7
and 13 TeV [144, 148], hadronic 𝐵 → 𝐷ℎ decays [149, 150], and 𝐵 → 𝐽/𝜓𝑋 de-
cays [151], both at 7, 8, and 13 TeV. In this analysis, new phase-space integrated
combination values from Ref. [152] with reduced uncertainties are used:

𝑓𝑠/𝑓𝑑 (7 TeV) = 0.2390 ± 0.0076 (6.6)
𝑓𝑠/𝑓𝑑 (8 TeV) = 0.2385 ± 0.0075 (6.7)
𝑓𝑠/𝑓𝑑 (13 TeV) = 0.2539 ± 0.0079 . (6.8)

The correlations among the three values are considered by only using the 13 TeV
value and combining it with a measurement of

𝑓𝑠/𝑓𝑑 (Run 2)
𝑓𝑠/𝑓𝑑 (Run 1) = 1.064 ± 0.007 , (6.9)

provided in the same publication. In addition, it is assumed that isospin sym-
metry holds, allowing 𝑓𝑠/𝑓𝑑 to be used in connection with the 𝐵+→ 𝐽/𝜓𝐾+ norm-
alisation channel.

6.1.1 Selection efficiencies
In the following the signal selection efficiencies are presented, which can be
divided into three partial efficiencies: the geometrical detector acceptances, the
reconstruction and selection efficiencies, and the trigger efficiencies, such that

𝜀 = 𝜀Αcc × 𝜀RecSel|Αcc × 𝜀Τrig|ΑccRecSel . (6.10)

Each efficiency is evaluated with the candidates passing the previous stage.
The detector geometry causes the first efficiency since not all signal decays

occur within the detector acceptance. The fraction of signal decays having all
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decay products within the acceptance compared to all signal decays produced
defines the efficiency. It is computed using simulated samples for the signal and
normalisation modes. The physical LHCb detector acceptance in the forward
angular bending plane is given by a polar angle ranging from approximately 10
to 300mrad. Nevertheless, all events where the decay products fly under an
angle smaller than 400mrad are accepted in simulation. This looser requirement
is chosen to allow for the recovery of particles, bent by the magnetic field. The
geometrical detector acceptance efficiencies are listed in Table 6.1. The efficiencies
are similar for the signal and the 𝐵0→ 𝐾+𝜋− decays but lower for the 𝐵+→ 𝐽/𝜓𝐾+

decays, which is expected given the additional third final state track.
The reconstruction efficiency is the ratio of reconstructed decay candidates

within the detector acceptance. In contrast, the selection efficiency is the frac-
tion of all reconstructed candidates selected by the requirements presented in
Section 4.2. The selection and reconstruction efficiency calculation relies on
simulation and collected data. The efficiencies depend on the decay’s character-
istics, like the number of particles in the final state, their kinematics, the quality
of the track reconstruction, or the quality of the particle identification. Also,
effects caused by the magnetic field and by interactions of the particles with the
detector material are included. The simulation-based efficiencies for the different
channels are shown in Table 6.1. Since only the ratio of signal and normalisation
efficiencies matters in the branching fraction calculation, variations due to differ-
ent simulation software versions and slightly different detector performances
between the data-taking years cancel out.

The calculation of the trigger efficiencies is not part of this thesis but can be
found in Ref. [126].

6.1.2 Tracking efficiency corrections

The simulated samples are corrected to describe the signal in real data more
accurate. In the course of this thesis, especially the track reconstruction effi-
ciency is studied. The procedure to account for the corresponding simulation
imperfections is described in the following:

The efficiency to reconstruct a particle track is measured on 𝐽/𝜓→ 𝜇+𝜇− data
using the tag-and-probe method [153]. The measured tracking efficiencies are
included as correction factors to the reconstruction and selection efficiencies,
which are determined on the simulated samples and include the simulated
tracking efficiencies. Because the efficiencies depend on the track kinematics,
the corrections are determined separately for all data-taking years in bins of the
track momentum and pseudorapidity. The tracking efficiency correction factor
for a given decay channel is calculated from these tracking maps as

𝐶ch = ∏
𝑡𝑟
𝐶ch
𝑡𝑟 = ∏

𝑡𝑟
�∑

𝑖
�𝑓𝑡𝑟𝑖 𝐶𝑖� 𝛽RW𝛽𝑡𝑟mat� , (6.11)
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Table 6.1 – Geometrical detector acceptance efficiencies, estimated as the fraction of
decays contained in the polar angle region from 10 to 300mrad, and reconstruction and
selection efficiencies for the signal and normalisation channels. Next to the efficiencies,
the number of candidates at the two selection stages is also given. All numbers are
evaluated on simulated samples.

Channel 𝜀Acc 𝑁Acc 𝜀RecSel|Acc 𝑁AccRecSel

𝐵0𝑠→ 𝜇+𝜇−
2011 (18.377± 0.039)% 534 499 (33.78 ± 0.06 )% 180 540
2012 (18.668± 0.023)% 2 080 642 (31.487± 0.032)% 655 129
2015 (19.296± 0.037)% 1 011 344 (32.96 ± 0.05 )% 333 341
2016 (19.420± 0.047)% 2 011 123 (33.176± 0.033)% 667 217
2017 (19.273± 0.043)% 2 012 366 (33.198± 0.033)% 668 064
2018 (19.373± 0.048)% 1 008 582 (33.23 ± 0.05 )% 335 158

𝐵0→ 𝜇+𝜇−
2011 (18.329± 0.038)% 508 999 (33.62 ± 0.07 )% 171 101
2012 (18.691± 0.032)% 498 027 (30.95 ± 0.07 )% 154 132
2015 (19.282± 0.041)% 1 072 675 (32.40 ± 0.05 )% 347 595
2016 (19.382± 0.050)% 2 006 533 (32.616± 0.033)% 654 455
2017 (19.364± 0.049)% 2 071 197 (32.600± 0.033)% 675 209
2018 (19.423± 0.048)% 1 047 670 (33.40 ± 0.05 )% 349 967

𝐵+→ 𝐽/𝜓𝐾+

2011 (16.410± 0.033)% 762 312 (18.37 ± 0.04 )% 140 048
2012 (16.702± 0.042)% 5 047 318 (16.648± 0.017)% 840 275
2015 (17.373± 0.033)% 2 072 461 (17.370± 0.026)% 359 980
2016 (17.342± 0.029)% 4 182 716 (17.757± 0.019)% 742 742
2017 (17.394± 0.040)% 10 006 407 (17.759± 0.012)% 1 777 045
2018 (17.354± 0.042)% 9 912 257 (17.745± 0.012)% 1 758 921

𝐵0→ 𝐾+𝜋−

2011 (17.735± 0.024)% 775 505 (25.93 ± 0.05 )% 201 069
2012 (18.978± 0.051)% 8 581 113 (24.103± 0.015)% 2 068 318
2015 (19.589± 0.037)% 2 009 237 (25.537± 0.031)% 513 096
2016 (19.660± 0.049)% 4 006 284 (25.543± 0.022)% 1 023 331
2017 (19.680± 0.046)% 4 008 116 (25.572± 0.022)% 1 024 970
2018 (19.655± 0.048)% 4 109 859 (25.511± 0.022)% 1 048 447
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where the index 𝑡𝑟 runs over the final state tracks, and 𝑖 runs over the bins of the
tracking map. The parameter 𝐶𝑖 is the value of the tracking map in bin 𝑖, and the
factor denoting the corresponding fraction of reconstructed and selected tracks
in this bin is given as

𝑓𝑡𝑟𝑖 = 𝑁𝑡𝑟,AccRecSel
𝑖 /𝑁AccRecSel . (6.12)

The factor 𝛽RW provides an uncertainty per track on the correction resulting
from different reweighting techniques in Ref. [153] that adjust the simulation
according to data:

𝛽RW = 1 ± 0.004 (for 2011/2012) (6.13)
𝛽RW = 1 ± 0.008 (for 2015/2016) (6.14)
𝛽RW = 1 ± 0.004 (for 2017/2018) . (6.15)

The factor 𝛽𝑡𝑟mat takes into account the increase of the tracking uncertainty for
kaon and pion tracks compared to muons due to the hadronic interactions of the
former with the detector material:

𝛽𝐾mat = 1 ± 0.011 (6.16)
𝛽𝜋mat = 1 ± 0.014 (6.17)
𝛽𝜇mat = 1 . (6.18)

The resulting tracking efficiency corrections for all channels are listed in Table 6.2.
Regarding the tracking map coverage, the tag-and-probe method used in

Ref. [153] allows for avoiding most selection requirements on the probe tracks,
apart from the L0 trigger and loose transverse momentum requirements needed
to remove poorly reconstructed tracks. The maps are defined in the track mo-
mentum range from 5 to 200 GeV and pseudorapidity range from 1.9 to 4.9.
However, the signal and normalisation channels used in this analysis will pro-
duce final state tracks outside the tracking maps. The percentages of these
number of tracks are between 5 and 15% across the 2, 3, and 4 body final states.

The track reconstruction efficiencies in the simulation agree with those de-
termined on data [153]. Not applying a correction to the outlier tracks is not
expected to have a significant effect. Nevertheless, the effect of the outlier tracks
is measured by calculating the average correction factors for the channels in
two ways: firstly, using no correction factors for the outlier tracks and secondly,
using the correction factors from the adjacent tracking map bins. The difference
is assigned to the track correction as a systematic 𝛽out. The uncertainty arising
from outlier tracks is found to be small compared to other uncertainties that are
not related to the tracking corrections.

Finally, the correction uncertainties are reduced in the normalisation ratios
because (i) the tracking efficiency correction maps are used for all the track
types, (ii) the reweighting uncertainty 𝛽RW cancels for all the track ratios and,
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most importantly, (iii) the hadron uncertainty 𝛽mat cancels (reduces) in the ratio
of same (different) hadron types. What remains are the uncertainties due to
outlier tracks and the limited statistics of the tracking maps and the simulation
samples. The correction ratio per track is then expressed in the following way:

𝑅(𝐶ch
𝑡𝑟 ) =

∑𝑖 𝑓
′
𝑖 𝐶𝑖

∑𝑗 𝑓𝑗𝐶𝑗
× 𝛽

′
out
𝛽out

× 𝛽
′
mat
𝛽mat

. (6.19)

The uncertainty from the simulation statistics available after reconstruction and
selection and the simulation and data statistics used to calculate the bin-by-bin
corrections is derived as:

𝜎2stat(𝑅) = ∑
𝑖
� ∂𝑅∂𝑓′𝑖

�
2
𝜎(𝑓′𝑖 )2 +∑

𝑖
�∂𝑅∂𝑓𝑖

�
2
𝜎(𝑓𝑖)2 +∑

𝑖
� ∂𝑅∂𝐶𝑖

�
2
𝜎(𝐶𝑖)2 (6.20)

= � 1
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4
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𝑡𝑟 )2 ∑
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𝑡𝑟 )2 ∑
𝑖
�𝐶𝑖𝜎(𝑓𝑖)�
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+∑
𝑖
�𝑓′𝑖 𝐶ch

𝑡𝑟 − 𝑓𝑖𝐶ch′
𝑡𝑟 �

2
𝜎(𝐶𝑖)2� . (6.21)

Table 6.2 – Tracking efficiency corrections to the simulation-based reconstruction and
selection efficiencies. The correction factors 𝐶ch are given year-wise for the signal and
normalisation channels.

Year 𝐶ch(𝐵0𝑠→ 𝜇+𝜇−) 𝐶ch(𝐵0→ 𝜇+𝜇−) 𝐶ch(𝐵+→ 𝐽/𝜓𝐾+) 𝐶ch(𝐵0→ 𝐾+𝜋−)

2011 1.007 ± 0.007 1.007 ± 0.007 1.021 ± 0.014 1.007 ± 0.019
2012 1.006 ± 0.006 1.006 ± 0.007 1.020 ± 0.014 1.006 ± 0.019
2015 0.999 ± 0.014 0.999 ± 0.014 0.994 ± 0.019 0.999 ± 0.023
2016 0.991 ± 0.012 0.991 ± 0.012 0.988 ± 0.018 0.991 ± 0.021
2017 0.999 ± 0.011 0.999 ± 0.011 0.997 ± 0.018 0.999 ± 0.021
2018 0.998 ± 0.012 0.998 ± 0.012 0.991 ± 0.018 0.998 ± 0.021

6.1.3 Normalisation factors and cross-checks
The single-event sensitivities 𝛼 and 𝛼𝑠 are calculated according to Eq. (6.1) from
the data-corrected efficiencies and the measured numbers of signal events in
the normalisation channels. These normalisation constants are summarised in
Table 6.3 together with the expected numbers of rare 𝐵0(𝑠)→ 𝜇+𝜇− events, calcu-
lated using the branching fraction predictions [50]. The numbers show that both
normalisation channels, 𝐵+→ 𝐽/𝜓𝐾+ and 𝐵0→ 𝐾+𝜋−, have similar statistical sizes.
Combining both leads to normalisation constants with reduced uncertainties
lowering the uncertainties of the 𝐵0𝑠→ 𝜇+𝜇− and 𝐵0→ 𝜇+𝜇− branching fractions.
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Table 6.3 – Summary of the normalisation constants and numbers of expected signal
events for the Run 1, Run 2, and the combined data set. The number of expected signal
events is derived using the branching fraction predictions in Ref. [50].

𝐵0→ 𝜇+𝜇− 𝐵0𝑠→ 𝜇+𝜇−

Run 1
𝛼(𝐵+→ 𝐽/𝜓𝐾+) (2.85± 0.09± 0.06) × 10−11 (1.130± 0.050± 0.023) × 10−10
𝛼(𝐵0→ 𝐾+𝜋−) (2.73± 0.10± 0.12) × 10−11 (1.08 ± 0.05 ± 0.05 ) × 10−10
𝛼(combined) (2.83± 0.07± 0.06) × 10−11 (1.120± 0.044± 0.020) × 10−10
𝑁expected 3.64 ± 0.20 ± 0.07 32.7 ± 1.8 ± 0.6

Run 2
𝛼(𝐵+→ 𝐽/𝜓𝐾+) (8.54± 0.26± 0.13) × 10−12 (3.19 ± 0.14 ± 0.05 ) × 10−11
𝛼(𝐵0→ 𝐾+𝜋−) (8.27± 0.25± 0.26) × 10−12 (3.09 ± 0.13 ± 0.10 ) × 10−11
𝛼(combined) (8.47± 0.16± 0.10) × 10−12 (3.168± 0.115± 0.033) × 10−11
𝑁expected 12.16 ± 0.63 ± 0.14 115.5 ± 6.1 ± 1.2

Run 1+2
𝛼(𝐵+→ 𝐽/𝜓𝐾+) (6.57± 0.19± 0.08) × 10−12 (2.505± 0.108± 0.030) × 10−11
𝛼(𝐵0→ 𝐾+𝜋−) (6.35± 0.18± 0.17) × 10−12 (2.42 ± 0.10 ± 0.06 ) × 10−11
𝛼(combined) (6.52± 0.10± 0.06) × 10−12 (2.485± 0.086± 0.023) × 10−11
𝑁expected 15.80 ± 0.80 ± 0.16 147.3 ± 7.6 ± 1.3

Several cross-checks of the normalisation procedure validate the efficiency
computation and yield extraction. The first data-driven check compares the ratio
of the 𝐵0→ 𝐾+𝜋− and 𝐵+→ 𝐽/𝜓𝐾+ branching fractions with the value provided
in Ref. [27]. The check comprises the evaluation of

ℬ (𝐵0→ 𝐾+𝜋−)
ℬ (𝐵+→ 𝐽/𝜓𝐾+) =

𝑁(𝐵0→ 𝐾+𝜋−)
𝑁(𝐵+→ 𝐽/𝜓𝐾+) ×

𝜀(𝐵+→ 𝐽/𝜓𝐾+)
𝜀(𝐵0→ 𝐾+𝜋−) ×

𝑓𝑢
𝑓𝑑

(6.22)

for the different data-taking years. In Table 6.4, the results are given assuming
isospin symmetry, i.e. 𝑓𝑢 = 𝑓𝑑. Excellent stability can be seen between the dif-
ferent years. Compared to the world average value, a small tension is visible,
which could be explained by taking the actual value of 𝑓𝑢/𝑓𝑑 into account. No
LHC measurement is available for this hadronisation ratio. The average value
from the 𝐵 factories for the production of two charged over two neutral 𝐵mesons
is 𝑓+/−/𝑓00 = 1.059 ± 0.027 [140]. Adding this value to the computation would
make the branching fraction ratio perfectly agree with the reference value. How-
ever, it was decided to not include the ratio in the normalisation calculation
given the differences between LHCb and the 𝐵 factories. A second cross-check
is performed by probing the relative 𝐵0𝑠 and 𝐵+ production ratio

𝑅 ≡ 𝑓𝑠
𝑓𝑢
× ℬ (𝐵0𝑠→ 𝐽/𝜓𝜙)

ℬ (𝐵+→ 𝐽/𝜓𝐾+) =
𝑁(𝐵0𝑠→ 𝐽/𝜓𝜙)
𝑁(𝐵+→ 𝐽/𝜓𝐾+) ×

𝜀(𝐵+→ 𝐽/𝜓𝐾+)
𝜀(𝐵0𝑠→ 𝐽/𝜓𝜙) . (6.23)
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Table 6.4 – Ratio of the branching fractions of 𝐵0→ 𝐾+𝜋− and 𝐵+→ 𝐽/𝜓𝐾+ decays ob-
tained from data using the numbers of observed events and the corresponding selection
efficiencies. The decay 𝐽/𝜓→ 𝜇+𝜇− is implied. The ratios show good stability between
the different data subsets and are compatible with the PDG value provided in Ref. [27].

Year 𝑁(𝐵+→ 𝐽/𝜓𝐾+) 𝑁(𝐵0→ 𝐾+𝜋−) 𝜀(𝐵+→𝐽/𝜓𝐾+)
𝜀(𝐵0→𝐾+𝜋−)

ℬ (𝐵0→𝐾+𝜋−)
ℬ (𝐵+→𝐽/𝜓𝐾+)

PDG 0.326± 0.012

2011 (3.479 ± 0.008 ) × 105 (3.73 ± 0.13 ) × 103 32.4± 2.9 0.347± 0.034
2012 (7.780 ± 0.012 ) × 105 (1.032± 0.023) × 104 25.4± 1.3 0.338± 0.019
2015 (1.676 ± 0.005 ) × 105 (4.43 ± 0.14 ) × 103 12.7± 0.7 0.335± 0.021
2016 (1.0369± 0.0015) × 106 (2.37 ± 0.06 ) × 104 15.0± 1.0 0.342± 0.025
2017 (1.0820± 0.0014) × 106 (2.43 ± 0.06 ) × 104 15.0± 0.7 0.337± 0.019
2018 (1.3208± 0.0015) × 106 (2.75 ± 0.06 ) × 104 15.9± 1.0 0.331± 0.022

All 0.337± 0.010

The ratio is corrected for the branching fractions of the decay modes used for the
check. Since the branching fraction of the 𝐵0𝑠→ 𝐽/𝜓𝜙mode comes with significant
uncertainty, the check probes the ratio trend for different centre-of-mass energies.
In Fig. 6.1, the resulting values are visualised for different energies and a linear
function is fitted yielding a slope of (5.88 ± 5.42) × 10−4 TeV−1. This slope is
compatible with the ratio being a constant and with the slope stated in Ref. [151],
which is (1.27 ± 0.27) × 10−3 TeV−1. Given the relative stability between the
different data-taking years and the consistency with the reference value, the
cross-check is considered as passed.

8 10 12

 (TeV)s
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Figure 6.1 – Ratio of the hadronisation fractions 𝑓𝑠 and 𝑓𝑢 corrected by the branching
fractions of the 𝐵0𝑠→ 𝐽/𝜓𝜙 and 𝐵+→ 𝐽/𝜓𝐾+ decays and obtained for different centre-of-
mass energies. The data points at 13 TeV are slightly shifted for presentation only.
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6.2 Modelling of the invariant mass distribution

An unbinned extended maximum likelihood fit is performed to extract the
branching fractions of 𝐵0𝑠→ 𝜇+𝜇− and 𝐵0→ 𝜇+𝜇− decays from selected data. The
fit is performed simultaneously in bins of the signal BDT output and for the Run 1
and Run 2 data sets. The BDT bin boundaries are [0.0, 0.25, 0.4, 0.5, 0.6, 0.7, 1.0],
resulting in six bins. The five highest bins are used in the simultaneous fit.
In contrast, the lowest bin is discarded given the domination of combinatorial
background and the negligible amount of signal contained in it. Still, the fraction
of the lowest bin is considered when calculating the total normalisation of the
BDT shape. With this strategy, the analysis differs from the previous one, which
used only five bins in total (with the highest bin going from 0.6 to 1.0).

The 𝐵0𝑠 → 𝜇+𝜇− and 𝐵0 → 𝜇+𝜇− signal mass distributions are modelled by
double-sided Crystal Ball functions [135], defined as

𝑓(𝑚|𝜇, 𝜎, 𝛼𝑙, 𝑛𝑙, 𝛼𝑟, 𝑛𝑟) = 𝑁

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

�𝑛𝑙𝛼𝑙 �
𝑛𝑙exp�−𝛼2𝑙
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𝑚−𝜇
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−𝑛𝑙 , if 𝑚−𝜇
𝜎 < −𝛼𝑙

�𝑛𝑟𝛼𝑟 �
𝑛𝑟exp�−𝛼2𝑟

2 ��
𝑚−𝜇
𝜎 + 𝑛𝑟

𝛼𝑟
− 𝛼𝑟�

−𝑛𝑟 , if 𝑚−𝜇
𝜎 > 𝛼𝑟

exp�− (𝑚−𝜇)2
2𝜎2 �, otherwise .

(6.24)
The function consists of a Gaussian core with mean 𝜇 and width 𝜎 and has
power-law tails on both sides with slopes 𝑛𝑙 and 𝑛𝑟. The corresponding starting
points are 𝛼𝑙 and 𝛼𝑟 in units of 𝜎. The fit is done in a dimuon mass window going
from 4900 to 6000 MeV/𝑐2 and the means and widths are constrained by Gaus-
sian functions as explained in Section 4.3. Physical background contributions
are described with Gaussian kernel density estimators [154] for each BDT bin
individually, as shown in Chapter 5. The contribution from the combinatorial
background, i.e. random combinations of muons passing the selection, is mod-
elled by an unconstrained exponential function per run period with a common
slope across the different BDT regions. Within the total fit model, parameters are
shared wherever they are in common between the different fit components. This
procedure accounts for correlations between the fits on different data samples
and comprises, e.g. the values of 𝑓𝑠/𝑓𝑑 and ℬ (𝐵+→ 𝐽/𝜓𝐾+). The fitted branching
fractions are free parameters linked to the number of observed signal events
via the normalisation equation. Equation (6.1) is modified with the estimated
fraction of signal candidates falling into the considered BDT bin:

𝑁𝑟,𝑖
sig = 𝛼𝑟(𝑠) ×

𝑓𝑟,𝑖ΒDΤ,sig𝑐
𝑟,𝑖
ΡΙD,sig𝑐

𝑟,𝑖
time,sig

∑𝑗 𝑓
𝑟,𝑗
ΒDΤ,sig𝑐

𝑟,𝑗
ΡΙD,sig𝑐

𝑟,𝑗
time,sig

× ℬsig . (6.25)

Here, 𝑓ΒDΤ is the estimated and Gaussian-constrained fraction of signal candid-
ates in BDT bin 𝑖 for a given data-taking period 𝑟. The correction factors 𝑐ΡΙD
and 𝑐time account for the dependencies of the BDT on the PID selection and 𝐵 de-
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cay time acceptance, which are incorrectly modelled in the simulation. These
factors are chosen to be fixed in the fit because of their negligible uncertainties.

Similar equations describe the amount of 𝐵0(𝑠)→ ℎ+ℎ(′)− and semileptonic back-
ground events in each BDT region. For the semileptonic backgrounds discussed
in Section 5.2, Equation (5.1) gets modified for the fit as

𝑁expected = 𝑓𝑥
𝑓𝑢
× 𝑁(𝐵+→ 𝐽/𝜓𝐾+) × ℬ × 𝜀

ℬ (𝐵+→ 𝐽/𝜓𝐾+) × 𝜀(𝐵+→ 𝐽/𝜓𝐾+) ×
𝑓𝑟,𝑖ΒDΤ,bkg

∑𝑗 𝑓
𝑟,𝑗
ΒDΤ,bkg

. (6.26)

All parameters related to the normalisation channel are shared in the fit, while
Gaussian functions constrain all numbers used to calculate the background
contributions.

6.3 Results and interpretation

The result of the 𝐵0𝑠→ 𝜇+𝜇− and 𝐵0→ 𝜇+𝜇− branching fraction fit is visualised
in Fig. 6.2, showing projections of the dimuon mass distribution in the five fitted
BDT bins for Run 1 and Run 2 data. The extracted branching fraction values are:

ℬ (𝐵0𝑠→ 𝜇+𝜇−) = �3.09+0.48−0.45� × 10−9 (6.27)

ℬ (𝐵0→ 𝜇+𝜇−) = �1.20+0.85−0.75� × 10−10 . (6.28)

In Fig. 6.3, the result for the most sensitive region with BDT > 0.5 is presen-
ted. Statistical significance is calculated with Wilks’ theorem [155] using the
difference in the log-likelihood of fits with and without the signal component.
The 𝐵0𝑠→ 𝜇+𝜇− signal is clearly visible andmeasuredwith a significance of 10.3 σ.
In contrast, the 𝐵0→ 𝜇+𝜇− signal is seen with only 1.7 σ above the background-
only hypothesis, mainly due to pollution from remaining 𝐵0(𝑠)→ ℎ+ℎ(′)− back-
ground decays and limited statistics. Using frequentist statistics, an upper limit
for the branching fraction is calculated referring to the maximum value of the
confidence interval that encompasses the true value of the parameter at a spe-
cific confidence level (CL). This means that if the same experiment is repeated
an infinite number of times, the percentage of confidence intervals containing
the true parameter value equals the CL. Consequently, the upper limit is es-
tablished at a specific CL to ensure that the percentage of limits exceeding the
true parameter value is equivalent to the CL. The upper limit is calculated us-
ing the CL𝑠 method [156] with pseudo-experiments and a profile likelihood
ratio as a one-sided test statistic as it is implemented in Ref. [157, 158] and ex-
plained in more detail in Section 10.2. The CL𝑠 value distribution for the signal
parameter ℬ (𝐵0→ 𝜇+𝜇−) is shown in Fig. 6.4. The upper limit is found to be

ℬ (𝐵0→ 𝜇+𝜇−) < 2.6 × 10−10 at 95% CL . (6.29)

64



6.3 Results and interpretation

The compatibility of the result with the SM prediction is checked by plotting
the two-dimensional profile likelihood contours for the two branching fractions.
In Fig. 6.5, the contours are calculated from the ratio of likelihoods having the
signal branching fractions either fixed or left free in the fit.

Another free parameter is the branching fraction of the 𝐵0𝑠→ 𝜇+𝜇−𝛾 decay. This
decay is a signal mode in the presented analysis (and discussed in Ref. [125])
but treated as a background component in this thesis. As can be seen in Fig. 6.3,
the fit suggests a negative value of ℬ (𝐵0𝑠→ 𝜇+𝜇−𝛾) = �−2.53+0.46−0.44� × 10−9 for the
branching fraction with a significance of 1.6 σ. Since negative branching frac-
tions are unphysical, the measured value can be interpreted as a result of an
under-fluctuation of the data in the left sideband. Its impact on the 𝐵0𝑠→ 𝜇+𝜇−
and 𝐵0→ 𝜇+𝜇− branching fraction measurement is tested by repeating the fit
and setting the 𝐵0𝑠→ 𝜇+𝜇−𝛾 component to zero. This approach shows compat-
ible results, with the mean value of the 𝐵0𝑠 → 𝜇+𝜇− branching fraction being
increased by 2%, while the upper limit on the 𝐵0→ 𝜇+𝜇− branching fraction gets
decreased by 12%. No significant improvement or deterioration in the fit-to-data
agreement in the left data sideband can be seen, indicating a correct estimation
and modelling of the semileptonic backgrounds.

All systematic uncertainties to the fitted branching fractions are implemented
in the fit as Gaussian-constrained nuisance parameters. Therefore, the uncertain-
ties in Eqs. (6.27) and (6.28) comprise the statistical and systematic component.
Both components are separated by repeating the fit with all nuisance parameters
being fixed to the final values in the nominal fit giving only the statistical uncer-
tainty. Then, the systematic uncertainty is obtained by subtracting the statistical
component from the total uncertainty in quadrature:

ℬ (𝐵0𝑠→ 𝜇+𝜇−) = �3.09+0.46−0.44(stat.)+0.14−0.10(syst.)� × 10−9 (6.30)

ℬ (𝐵0→ 𝜇+𝜇−) = �1.20+0.83−0.74(stat.)+0.14−0.15(syst.)� × 10−10 . (6.31)

Statistical limitations dominate the analysis. For the 𝐵0→ 𝜇+𝜇− branching frac-
tion, the statistical uncertainty is more than five times the systematic uncertainty.
The leading systematics are caused by the limited precision of 𝑓𝑠/𝑓𝑑, which is 3%
for the 𝐵0𝑠→ 𝜇+𝜇− mode, and the knowledge of the background estimates, which
is 9% for the 𝐵0→ 𝜇+𝜇− mode.

The ratio of the 𝐵0𝑠 → 𝜇+𝜇− and 𝐵0→ 𝜇+𝜇− branching fractions is measured
as it gives insights into the minimal flavour violation hypothesis. By taking the
correlations between both branching fraction measurements into account, the
ratio is found to be

ℛ𝜇+𝜇− = 0.039+0.030−0.024(stat.)+0.006−0.004(syst.) . (6.32)

Since the 𝐵0 decay is not yet observed, the CL𝑠 method is used to calculate an
upper limit on the ratio:

ℛ𝜇+𝜇− < 0.095 at 95% CL . (6.33)
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Figure 6.2 – Invariant mass distribution of 𝐵0(𝑠)→ 𝜇+𝜇− candidates for the (left) Run 1
and (right) Run 2 sample in different bins of the signal BDT output. The fit result
with the different fit components is overlaid. For signal, coloured bands indicate the fit
uncertainty on the component.
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The presented results were the most precise measurements by a single ex-
periment by the time of publication. Recently, the CMS collaboration published
an even more precise measurement of the branching fractions [67]. A com-
bination of the LHCb with this result is still pending. Both results will bring
the LHC average of the 𝐵0𝑠 → 𝜇+𝜇− branching fraction closer to the theoretical
prediction. Nevertheless, more investigations on larger data samples are needed
to clarify anomalies seen in 𝑏→ 𝑠ℓ+ℓ− decays and answer the question of NP
contributions in this sector. Additionally, more data is needed for an observation
of the 𝐵0→ 𝜇+𝜇− mode and a more precise determination of ℛ𝜇+𝜇− , which will
allow testing the minimal flavour hypothesis with more certainty.

Since 2022, the LHCb detector is recording data again. For this purpose, it
was upgraded with a new particle tracker based on scintillating fibers (the
SciFi tracker), a newly built VELO, and a completely redesigned trigger system.
It is planned that this Upgrade I detector [159] and the foreseen Upgrade II
detector (running under the conditions of the high-luminosity LHC) collect
a data sample of around 300 fb−1 [160]. With this data sample, it is expected
to observe the 𝐵0→ 𝜇+𝜇− decay and reduce the uncertainty on ℛ𝜇+𝜇− to 10%.
The statistical uncertainty on the 𝐵0𝑠→ 𝜇+𝜇− branching fraction is projected to
be reduced to 1.8%, which is smaller than the expected systematic uncertainty
of 4%. The total relative uncertainty is expected to be around 5%, which would
be competitive to the uncertainties of the current theoretical predictions. The
corresponding projections of the CMS collaboration for the same time period
yield a relative uncertainty of the 𝐵0𝑠→ 𝜇+𝜇− branching fraction of about 11%
percent at 3000 fb−1. Here, the measurement of CMS is significantly limited by
its muon trigger under the high-luminosity LHC conditions. This indicates that
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also in future LHC runs the LHCb experiment will take a leading role in the
measurement of 𝐵0(𝑠)→ 𝜇+𝜇− decays.

Next to the improved branching fractionmeasurements, the larger data sample
will serve for a more precise determination of the effective 𝐵0𝑠→ 𝜇+𝜇− lifetime,
which was also measured in the presented analysis. Details on this study can
be found in Ref. [124]. Future and more precise measurements of this observ-
able will lead to a better understanding of the time-dependent 𝐶𝑃 asymmetry
of 𝐵0𝑠→ 𝜇+𝜇− decays and to constraints on the parameter 𝒜𝛥Γ providing a better
sensitivity to possible NP contributions in the 𝐶𝑃 sector.
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Part III

First search for 𝑩𝟎(𝒔)→ 𝒑𝒑̄𝝁+𝝁− decays
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7 Strategy and data preparation
The second analysis presented in this thesis aims to measure the branching
fractions of the semi-baryonic 𝐵0𝑠 → 𝑝𝑝̄𝜇+𝜇− and 𝐵0 → 𝑝𝑝̄𝜇+𝜇− decays for the
first time. The final state with two muons and two protons was already stud-
ied by LHCb in resonant 𝐵0𝑠 → 𝐽/𝜓𝑝𝑝̄ and 𝐵0 → 𝐽/𝜓𝑝𝑝̄ processes, where the 𝐽/𝜓
meson decays muonically [75, 77]. The now presented search is performed
in the non-resonant decay channel, with the 𝐽/𝜓 resonance being vetoed in the
reconstructed dimuon mass distribution. Processes in the resonant channel are
used to normalise the branching fractions following a procedure similar to the
one described in Section 6.1 for the 𝐵0(𝑠)→ 𝜇+𝜇− analysis.

The measured observables are the ratios of branching fractions

𝑟𝑠 =
ℬ (𝐵0𝑠→ 𝑝𝑝̄𝜇+𝜇−)

ℬ (𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄) × ℬ (𝐽/𝜓→ 𝜇+𝜇−) (7.1)

and

𝑟𝑑 =
ℬ (𝐵0→ 𝑝𝑝̄𝜇+𝜇−)

ℬ (𝐵0→ 𝐽/𝜓𝑝𝑝̄) × ℬ (𝐽/𝜓→ 𝜇+𝜇−) . (7.2)

Upper limits on the branching fractions are calculated for the modes for which
the measured signal significance does not exceed 5 σ above the background-only
hypothesis.

The measurement is performed blindly, with the non-resonant signal region
discarded for the time the analysis is developed. Only when the analysis strategy
has been reviewed by the LHCb collaboration the blinded region is examined.
This strategy prevents the measurement from being biased by an intentional
analysis design. Figure 7.1 shows the different phase-space regions considered in
the analysis. The phase-space of the signal decay is restricted due to the mass of
the two protons. Since it is𝑚(𝐵0𝑠 )−2𝑚(𝑝) ≈ 3490MeV/𝑐2, charmonium resonances
heavier than the 𝐽/𝜓 meson are kinematically not allowed. Additionally, the
protons in the resonant decay channel are less energetic on average than in the
non-resonant channel, which is due to the 𝐽/𝜓 resonance further restricting the
available phase space.

The analysis is conducted by a small group of two people, with the author
of this thesis being the main contributor. The exploited data and simulated
samples are described in Section 7.1, followed by the simulation calibration in
Section 7.2. In Chapter 8, the selection requirements of the 𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇− signal
candidates are presented. Chapter 9 shows how the invariant mass distributions
of the signal are modelled for the branching fraction determination. Finally,
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Figure 7.1 – Reconstructed 𝑝𝑝̄𝜇+𝜇− mass versus 𝑞2 = 𝑚(𝜇+𝜇−)2 distribution in the 2018
data set. Lines separate the different phase-space regions considered in the analysis. The
region with 𝑞2 ∈ [9, 10]GeV2/𝑐4 contains resonant 𝐵0(𝑠)→ 𝐽/𝜓𝑝𝑝̄ decays and is called the
resonant channel. The signal region with 𝑚(𝑝𝑝̄𝜇+𝜇−) ∈ [5200, 5450]MeV/𝑐2 is blinded
and will not be examined until the analysis strategy is established and reviewed. The
remaining regions are referred to as background sidebands used to develop and validate
the selection.

the normalisation procedure and preliminary results prepared for this thesis
are shown in Chapter 10. By the time of writing, the analysis is still ongoing,
and the signal region in the non-resonant channel is blinded. Nonetheless,
this thesis calculates and discusses expected upper limits on the 𝐵0𝑠→ 𝑝𝑝̄𝜇+𝜇−
and 𝐵0→ 𝑝𝑝̄𝜇+𝜇− branching fractions.

7.1 Data and simulation samples
The measurement uses the LHCb proton-proton collision data set collected in
Run 1 and Run 2 of the LHC at centre-of-mass energies of 7, 8, and 13 TeV. The
combined data set size corresponds to an integrated luminosity of 9 fb−1.

Next to the recorded data, simulated samples are used in the analysis to study
the properties of the invariant mass distributions of the signal and normalisation
modes, train multivariate classifiers against the background pollution, andmeas-
ure selection efficiencies. The 𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇− and 𝐵0(𝑠)→ 𝐽/𝜓𝑝𝑝̄ signal decays are
simulated with a generic phase-space decay model, having all matrix elements
of the transition amplitude constant in the computation. This model does not
describe the decays properly because it leads to only unpolarised decay products
with distorted mass and angular distributions. Nevertheless, the model is used
because a more appropriate SM calculation of the decays is unavailable. A pos-
sible approach to compensate for this mismodelling is discussed in Section 7.2.4
and comprises a calibration of the simulated diproton mass distribution.
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To save disk space, the 𝐵0𝑠 → 𝐽/𝜓𝑝𝑝̄ and 𝐵0 → 𝐽/𝜓𝑝𝑝̄ samples are simulated
as part of a filtered production, which means that the centralised preselection
(presented in Section 8.2) is directly applied after the simulation step. The
corresponding filtering efficiencies in the order of 40% are consistently included
in the reconstruction and selection efficiencies stated in Section 10.1.

A truth-matching selection is developed to obtain the correct and fully re-
constructed signal in the simulation. The selection is based on the background
category tool introduced in Section 3.4. The tool assigns each candidate to a
category depending on how similar the reconstructed candidate is to the gener-
ated signal decay. Depending on the 𝐵 hadron flavour and the parent particle
of the lepton pair, the correctly reconstructed signal decays fall into different
categories. In addition to the candidates in these categories, candidates in the
category with low reconstructed 𝐵mass are accepted. This is done to account
for true signal particles that suffer from energy losses due to soft final-state radi-
ation. The truth-matching criteria are consistently applied when the simulation
is considered. Some signal candidates might not pass the truth-matching criteria
due to inefficiencies in the truth-matching selection. It is planned to treat these
candidates in the analysis as one possible source of systematic uncertainty.

Because of the low amount of expected signal decays in data, the branching
fractions are measured using the combined Run 1 and Run 2 data samples. When
merging the data sets, the corresponding simulation samples of the different
years are combined accordingly and weighted to match the luminosity ratio
measured in the data.

7.2 Simulation calibration
It is known that the LHCb simulation is not a perfect representation of the sig-
nal in data. Because the precision of the analysis depends on reliable signal
efficiency estimations and well-described signal proxies in the training of mul-
tivariate classifiers, several variables used in the selection must be calibrated in
the simulation. The calibration is performed by applying a collection of single-
event weights to the simulated samples that change the relative importance of
each decay candidate. The following sections describe how these weights are
determined and which calibration steps have already been performed.

To compare data with simulation and validate the calibration procedure, a
background-free decay sample must be obtained in data similar to a sample
of the actual decays under study. A natural choice would be a sample of the
already observed resonant 𝐵0𝑠 → 𝐽/𝜓𝑝𝑝̄ decay. However, the amount of signal
candidates for this decay is quite low. So far, the 𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄mode is only used
for loose checks on the invariant mass of the diproton system. Complementary,
the abundant decays 𝐵0𝑠→ 𝐽/𝜓𝜙 and 𝐵0→ 𝐽/𝜓𝐾∗0 with 𝜙→ 𝐾+𝐾− and 𝐾∗0→ 𝐾+𝜋−

are exploited, which have a similar topology and trigger response due to the
presence of two hadrons and two muons in their final states. These modes are
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referred to as further control modes used to calibrate the muon identification
response, the event multiplicity distribution, the 𝐵meson kinematics, and the
trigger response.

The 𝐵0𝑠→ 𝐽/𝜓𝜙 and 𝐵0 → 𝐽/𝜓𝐾∗0 decays are selected in the dimuon region
around the 𝐽/𝜓 resonance, with identical trigger requirements and the same cent-
ralised preselection used for the signal channel. A summary of the trigger lines
and explanations on the preselection are given in Chapter 8. Further selection
requirements are applied, as shown in Table 7.1 to select the 𝜙 and 𝐾∗0 reson-
ances, reduce the number of contributing background processes, and align the
samples with calibration data sets.

Table 7.1 – Selection requirements for the 𝐵0𝑠→ 𝐽/𝜓𝜙 and 𝐵0→ 𝐽/𝜓𝐾∗0 decays.

Particle(s) Variable Requirement

𝜙 |𝑚(𝐾+𝐾−) − 1020MeV/𝑐2| < 10MeV/𝑐2

𝐾∗0 |𝑚(𝐾+𝜋−) − 895MeV/𝑐2| < 50MeV/𝑐2

𝐾± PID𝐾 > −20
𝜋± PID𝐾 < 10

ℎ±/𝜇± 𝜒2track/ndf < 4
GhostProb < 0.4
𝑝 ∈ [3, 500]GeV/𝑐

𝑝Τ

⎧⎪⎨
⎪⎩
∈ [0.80, 40]GeV/𝑐 for Run 1
∈ [0.25, 40]GeV/𝑐 for Run 2

After selecting the control channel decays, fits to the reconstructed 𝐽/𝜓𝐾+𝐾−

and 𝐽/𝜓𝐾+𝜋− mass distributions are performed with the dimuon mass being con-
strained to the known 𝐽/𝜓mass. The fit model consists of a Hypatia function [161]
describing the signal and an exponential function describing the background
component. The Hypatia function generalises the Crystal Ball function [135],
consisting of a hyperbolic core and power law tails. For better convergence
behaviour, the complexity of the Hypatia function is reduced by fixing the para-
meters 𝜁 = 𝛽 = 0 in the function definition, where 𝜁 is a shape parameter of
the hyperbolic core and 𝛽 denotes the asymmetry of the function. In addition,
Gaussian constraints fromfits to the simulated samples are added to the paramet-
ers 𝑎L, 𝑛L, 𝑎R, and 𝑛R, which describe the starting points and slopes of the tails left
and right of the hyperbolic core. These constraints are necessary because there
are not enough events in the data to describe the tails overlaid by background
processes properly. The fits are performed individually for all data-taking years.
The results for the 2018 data set are shown as an example in Fig. 7.2, while the
results for the other years look similar.
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Figure 7.2 – Fit to the reconstructed (a) 𝐽/𝜓𝐾+𝐾− and (b) 𝐽/𝜓𝐾+𝜋− mass distributions
in the 𝐵0𝑠→ 𝐽/𝜓𝜙 and 𝐵0→ 𝐽/𝜓𝐾∗0 control channels. The dimuon mass is constrained to
the 𝐽/𝜓mass to increase the signal resolution. The fit is used for statistical background
subtraction with the sPlot method to perform comparison studies between data and
simulation. As an example, the 2018 data set is shown.

After fitting themassmodels to data, all free fit parameters except for the yields
are fixed to their fitted values and the sPlot method [131] is used to subtract the
background component. This procedure is identical to the procedure described
in Section 4.3 for the 𝐵0(𝑠)→ 𝜇+𝜇− analysis. The weighted distributions are used
to compare the signal distributions in control channel data with simulation.
The sPlot method is only valid without correlations between the discriminating
variable, which is the reconstructed 𝐽/𝜓ℎ+ℎ(′)− mass, and the probed variables.
Essentially, this requirement is satisfied thanks to the excellent resolution of the
invariant 𝐵mass, obtained with the help of the 𝐽/𝜓mass constraint applied to
the dimuon system.

The selection of 𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄ decays follows the selection of 𝐵0𝑠→ 𝑝𝑝̄𝜇+𝜇− decays
described in Chapter 8, which is possible due to the same final state considered.
Only the selected 𝑞2 region and the selection requirements on the multivariate
classifiers are different. A fit to the invariant 𝐽/𝜓𝑝𝑝̄ mass distribution on the
combined Run 1 and Run 2 data set is presented in Chapter 9. After fitting, the
sPlot method is again used to subtract the data sample’s background component.

7.2.1 Particle identification
The first group of variables to calibrate are the particle identification variables.
As described in Chapter 8, requirements on the PID variables are imposed on
both the final state muons and hadrons. A data-driven approach is chosen for
the calibration, exploiting a resampling method that replaces the PID response
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for each track with a new one generated from parameterised PID distributions
in data. These PID distributions on data are described using clean data sets for
particular decays provided by the LHCb PIDCalib group [128]. The calibration
data sets contain 𝐽/𝜓→ 𝜇+𝜇− decays from inclusive 𝑏 decays and Λ0

𝑏 → Λ+
𝑐 𝜋−

decays, with subsequent Λ+
𝑐 → 𝑝𝐾−𝜋+ decays. From these samples, the muon

and proton PID distributions can be accessed. In the calibration samples, the
signal is selected without PID requirements, and the remaining background is
subtracted by isolating the signal component with the sPlot method.

The distributions in the analysis samples are calibrated by fitting the calibration
samples with kernel density estimators (KDE) in multiple phase-space regions
and randomly drawing new values for the PID variables from the resulting
probability density functions. This method provides good results when consid-
ering only one variable per particle track. However, it is limited in preserving
all information by the loss of correlations between the variables of the same
track. An alternative approach aims to transform the existing PID variables in
simulation instead of resampling them, preserving the correlations. For this ap-
proach, additional KDE fits to large simulated samples of the calibration modes
are required. The decision of whether to use this transformation or the above
resampling approach is based on the question of whether the correlations for a
single track must be conserved for further analysis steps. With both methods,
the new distributions in the simulation are expected to show higher agreement
with the signal in data.

Selection requirements on the various PID variables are applied at different
stages of the analysis. For muons, the isMuon requirement is imposed together
with a cut of PID𝜇 > −3 in the centralised preselection. In the subsequent
selection, the PID𝜇 and ProbNN(𝜇) distributions of both muons enter in a mul-
tivariate classifier training (see Chapter 8). To align the selection of muons in
the calibration and analysis samples, the hasRich flag and 3 < 𝑝 < 150GeV/𝑐 are
required on each muon track. For the Run 1 samples, an additional requirement
on the muon’s transverse momentum of 𝑝Τ > 800MeV/𝑐 is applied due to strict
requirements in the corresponding calibration sample.

The resampling method is used to calibrate the muon PID variables since no
other PID responses from the muon tracks are used in the signal selection. The
distributions of the resampled PID variables are parameterised using three vari-
ables that are correlatedwith the PID response: the transversemomentum 𝑝Τ and
pseudorapidity 𝜂 of the track, and the number of tracks in the event (nTracks).
The binning in three variables is performed to approximately preserve the kin-
ematic dependence of the PID response and the correlations between the different
tracks of the event. While the first two variables are well-modelled in simulation,
the event multiplicity is known to be mismodelled since it relies on the under-
lying event, which is not perfectly described. There are two possible ways out:
The first approach is to assume that only the PID efficiency depends on the mul-
tiplicity and run the resampling method with a calibrated nTracks distribution
while using the uncalibrated distribution for the rest of the analysis. The second
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Figure 7.3 – Comparison of muon PID distributions in 2018 𝐵0 → 𝐽/𝜓𝐾∗0 data with
calibrated and plain simulation. All corrections are applied to the simulation, improving
the compatibility with the signal seen in sWeighted data.

approach explicitly calibrates the nTracks distribution as part of the correction
chain. Since both approaches are correct to the same extent, it was decided to
follow the second approach and calibrate the nTracks distribution in conjunction
with the 𝐵meson kinematics. This calibration is detailed in Section 7.2.3.

The resulting comparison of the muon PID distributions in 2018 data and
calibrated simulation is presented in Fig. 7.3. A much better agreement of the
muon PID distributions between the calibrated simulation and the sWeighted
data is seen.

Next, the proton PID variables must be calibrated. No requirements on these
variables are set in the centralised preselection. However, in the further selection,
several proton PID and ProbNN variables serve as inputs for a multivariate
signal classifier, which is only based on PID information. Because both, the kaon
and proton PID responses of particles, are exploited, the transformation method
is used to preserve the correlations between the variables belonging to the same
track. As for the muon PID calibration, the variable transformation is performed
in bins of the transverse momentum and pseudorapidity of the particle track, as
well as the event multiplicity.
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The validation for this calibration is still pending. Since the 𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄ sample
is too small to draw anymeaningful conclusion from the sWeighted distributions,
a larger and clean sample of protons must be obtained to compare the simulation
and the signal in data properly. One possible channel could be Λ0

𝑏 → 𝑝𝐾−𝜇+𝜇−,
which can be selected with high efficiency. However, the proton kinematics need
to be checked beforehand and compared to the ones in the 𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇− sample
as they can differ due to lifetime differences of the Λ0

𝑏 baryon and the 𝐵mesons.

7.2.2 Trigger response
A calibration of the trigger response is needed since the exact trigger config-
uration was changed multiple times during data-taking, while the simulated
samples were produced with only one specific configuration. In addition, the
L0 trigger response is not well-modelled in simulation, mainly due to the insuf-
ficient description of the underlying events. As detailed in Section 8, at the L0
stage, a positive decision of the single-muon or dimuon trigger is required. The
single-muon trigger uses configuration-dependent requirements based on the
muon’s transverse momentum and the event multiplicity. The dimuon trigger
applies a requirement based on the product of the transverse momenta of the
two muons and also the event multiplicity. Given these selections, using the
uncalibrated trigger response from simulation would lead to wrong efficiency
estimates. Hence, the L0 trigger calibration is computed using the data-driven
TISTOS method [123]:

On data, the total number of events before the trigger selection is unknown.
The TISTOSmethod assumes that the fraction of TIS-triggered and TOS-triggered
events are independent. With this, the number of events before the trigger
selection can be stated as

𝑁tot =
𝑁ΤΟS
𝜀ΤΟS

= 𝑁ΤΙS𝑁ΤΟS
𝑁ΤΙSΤΟS

, (7.3)

with the TOS efficiency being calculated as the fraction of TISTOS triggered
events on the TIS subsample:

𝜀ΤΟS =
𝑁ΤΙSΤΟS
𝑁ΤΙS

. (7.4)

The correctionweights to simulation are then extracted for each year individually
by calculating the ratio of the TOS trigger efficiencies measured on data and
simulation:

𝑤 =
𝜀DataΤΟS
𝜀ΜC
ΤΟS

. (7.5)

Because the kinematics of the parent 𝐵mesons are correlatedwith the underlying
event and the L0 trigger decisions are based on the transverse momenta of
their daughter particles, the assumption of independent TIS and TOS samples
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7.2 Simulation calibration

only holds for small phase-space regions. Therefore, the resulting correction
weights are measured as a function of the transverse momenta of both muons.
The two-dimensional binning scheme is determined using a 𝑘-dimensional tree
binning algorithm, creating binswith variable sizes that are uniformly filled. This
approach obtainsweights with the same relative uncertainties independent of the
phase-space region. The binning scheme is calculated for each year individually
based on the smallest subsample, which is the TISTOS selected data sample
by construction. The two-dimensional correction maps are then used to assign
per-event weights to all simulated samples.

Because the signal channel is blinded and the 𝐵0𝑠 → 𝐽/𝜓𝑝𝑝̄ signal yield is too
small, the 𝐵0→ 𝐽/𝜓𝐾∗0 control channel is used to calculate the L0 trigger correc-
tion. The corresponding data and simulation samples are selected as described
in Section 7.2, but instead of requiring the TOS trigger decisions, only signal-
independent events with at least one positive TIS decision are considered. From
these samples, the number of TIS and TISTOS events are determined. Figure 7.4
shows the trigger response calibration maps for the different data-taking years.
While the majority of weights are close to one, the weights in the region of
low transverse momentum are substantially larger for the 2015 and 2016 data.
Throughout these years of data taking, many trigger configurations with dif-
ferent muon trigger criteria were used. The simulated samples, however, were
generated with only a single configuration that was used to collect the majority of
the data. The effect of this in the weights is seen at low transverse momenta in the
region where data was recorded with lower thresholds than the corresponding
simulation.

In contrast to the L0 trigger, the HLT trigger response is assumed to be well-
modelled in simulation as it is known to be the case from other analyses with
dimuon final states. The reason for this is the excellent muon track identification
and reconstruction. No attempt is made in this analysis to check the assumption
due to the low amount of data in the 𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄ channel and the resulting large
statistical uncertainties.

7.2.3 Event multiplicity and 𝑩 hadron kinematics
The next calibration concerns the simulated event kinematics. In the LHCb
simulation, the transverse momentum dependence of produced 𝐵0(𝑠) mesons is
not correctly modelled. Also, the event multiplicity is usually underestimated
because of the mismodelling of the underlying event.

To correct these variables, the simulation samples are weighted using gradient-
boosted reweighters (GBR) [130] trained for each data-taking year individually.
To prevent training on statistical fluctuations of the input data, the 𝑘-folding
method [132] with 𝑘 = 5 is performed, while for the weight predictions on
independent data sets, the mean prediction of all five reweighters is used. The
procedure is the same as documented for the 𝐵0(𝑠)→ 𝜇+𝜇− analysis in Section 4.3.
The trained reweighters take as inputs the transverse momentum 𝑝Τ and pseu-
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Figure 7.4 – L0 trigger correction maps derived from the 𝐵0 → 𝐽/𝜓𝐾∗0 data sample.
The weights are given as a function of both muon transverse momenta. The binning
schemes are determined on the TISTOS selected sample with a 𝑘-dimensional tree
binning algorithm to get weights with stable relative uncertainties.
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dorapidity 𝜂 of the 𝐵0(𝑠) candidate and the number of tracks in the event (nTracks)
as a proxy for the event multiplicity. Since the hadronisation processes of the
decaying 𝐵mesons are different with respect to the kinematics of the resulting
particles, the reweighting for the 𝐵0𝑠 and 𝐵0 modes is performed with different
control channels. For 𝐵0 decays, the 𝐵0→ 𝐽/𝜓𝐾∗0 channel is chosen, while for 𝐵0𝑠
decays, the 𝐵0𝑠→ 𝐽/𝜓𝜙 channel is used. As an example, the calibrated input dis-
tributions are shown in Fig. 7.5 for the 2018 data set. The calibration weights are
attached as per-event weights to all simulated samples.

7.2.4 Decay model

A further calibration concerns the decay model used for the simulated samples.
The rate of a given decay is proportional to the square of its transition amplitude.
The transition amplitudes depend on the QCD form factor parametrisations for
the decays, which theoretical calculations must provide. These calculations are
not existing for the 𝐵0(𝑠) → 𝐽/𝜓𝑝𝑝̄ and 𝐵0(𝑠) → 𝑝𝑝̄𝜇+𝜇− decay modes. Therefore,
the simulated samples were produced by setting the matrix elements of the
transition amplitudes as constant, making it a phase-space-only description.
Such a description is insufficient for modelling the physical processes because
it leads to distorted mass and angular distributions. In the scope of this thesis,
the reconstructed diproton mass spectrum is looked at since it can be enhanced
by resonances or other effects that affect the quark fragmentation process as
discussed in Section 2.4.

Such enhancing contributions are not considered in the phase-space-only sim-
ulation. For the resonant 𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄ and 𝐵0→ 𝐽/𝜓𝑝𝑝̄ decays, this can be shown
by comparing the reconstructed diproton mass spectrum between sWeighted
data and the corresponding simulation. The comparisons are shown in Figs. 7.6a
and 7.6b. Despite significant statistical uncertainties in the data sample especially
for the 𝐵0𝑠 mode, a deviation from the simulated sample is visible. Before calib-
rating the diproton spectra according to the spectra in sWeighted data, further
distributions related to the decay model and the selection should be checked and
compared. As indicated in Ref. [77], the 𝐽/𝜓𝑝 and 𝐽/𝜓𝑝̄mass spectra also show
resonant structures that may need to be considered. So far, no correction of the
decay model in 𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄ and 𝐵0→ 𝐽/𝜓𝑝𝑝̄ simulation has been applied and no
systematic uncertainty estimated.

Regarding the non-resonant 𝐵0𝑠→ 𝑝𝑝̄𝜇+𝜇− and 𝐵0→ 𝑝𝑝̄𝜇+𝜇− modes, the dipro-
ton spectra in data are unknown and also, no simulation based on SM calculations
exists. For a correction of these samples, it is assumed that the diproton spectra
are similar to the spectrum in 𝐵+ → 𝑝𝑝̄𝜇+𝜈𝜇 decays, for which a decay model
based on perturbative QCD (pQCD) calculations exist [71]. Figure 7.6c shows
the invariant diproton mass distributions of 𝐵+ → 𝑝𝑝̄𝜇+𝜈𝜇 decays from phase-
space-only and pQCD simulation. Both distributions refer to the true diproton
properties before any reconstruction. From the comparison, correction weights
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Figure 7.5 – Input distributions for the gradient-boosted reweighters, which are trained
in the (left) 𝐵0→ 𝐽/𝜓𝐾∗0 and (right) 𝐵0𝑠→ 𝐽/𝜓𝜙 decay channel. The sWeighted data is
compared to plain and calibrated simulation. The 2018 data set is shown.
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can be extracted in fine bins of the diproton mass that can be applied as per-event
weights to the non-resonant 𝐵0𝑠 → 𝑝𝑝̄𝜇+𝜇− and 𝐵0 → 𝑝𝑝̄𝜇+𝜇− samples. With
these weights applied to the signal simulation, the diproton spectra are not ex-
pected to agree ideally with the unknown spectra in the data. The kinematics
of 𝐵0(𝑠) → 𝑝𝑝̄𝜇+𝜇− and 𝐵+ → 𝑝𝑝̄𝜇+𝜈𝜇 decays differ, and the different flavours
of the 𝐵 mesons contribute to a difference in the calculation of the transition
amplitude. Nevertheless, the structure of the involved hadronic form factors
is expected to be the same. That means that the corrected distributions should
describe the decays more accurately than the raw distributions of the phase-
space-only simulation. So far, the derived weights are included in the efficiency
calculation of the non-resonant signal modes and implemented in the training
of the multivariate signal classifiers. In a simple test, the 𝐵0𝑠 → 𝑝𝑝̄𝜇+𝜇− signal
efficiency is calculatedwith andwithout theweights, resulting in a relative differ-
ence of around 20%. It is planned to perform further studies on this calibration
since insufficient knowledge of the correct decay model is expected to contribute
significantly to the systematic uncertainty of the measurement.
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Figure 7.6 – Reconstructed diproton mass distribution of resonant (a) 𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄ and
(b) 𝐵0→ 𝐽/𝜓𝑝𝑝̄ decays in phase-space simulation and sWeighted data. (c) Generated
diproton mass distribution of 𝐵+ → 𝑝𝑝̄𝜇+𝜈𝜇 decays in phase-space simulation and in
simulation produced with the perturbative QCD model developed in Ref. [71].
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8 Selection of 𝑩𝟎(𝒔)→ 𝒑𝒑̄𝝁+𝝁−
candidates

This chapter describes the selection of 𝐵0(𝑠) → 𝑝𝑝̄𝜇+𝜇− signal candidates. The
entire selection consists of the trigger selection, a centralised preselection, addi-
tional loose requirements on the track kinematics and track fit qualities, and the
selection based on two multivariate signal classifiers. Also, the corresponding
resonant decay modes are selected as similarly as possible due to the same final
state. The only differences between the resonant and non-resonant decay channel
selections are the 𝑞2 regions considered and the requirements on the multivariate
classifier outputs.

8.1 Trigger requirements
As explained in Section 3.2.3, the LHCb trigger system includes a hardware trig-
ger and a two-staged high-level software trigger. The trigger stages are organised
in different sets of trigger requirements, the trigger lines, each optimised for
different physics use cases. Trigger lines chosen for the 𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇− analysis
are given in Table 8.1. Their choice is motivated by other LHCb searches of rare
decays with muons in the final state. On the L0 stage, the muon and dimuon
lines exploit the measurement of the tracks’ transverse momenta in the muon
chambers to efficiently select events containing high-energetic muons. While the
single-muon trigger sets a lower threshold on the transverse momentum for a
single muon, the dimuon trigger decides based on the product of the two largest
muon transverse momenta. In addition, both L0 lines impose a requirement on
the event multiplicity by setting an upper threshold on the number of recognised
hits in the SPD detector (nSPDHits). This threshold suppresses events with
many particle tracks for which the event reconstruction would take too long. The
L0 trigger threshold settings were changed multiple times during data-taking
to stabilise the detector read-out dependent on the experimental conditions.
In Table 8.2, the threshold values for the transverse momentum and nSPDHits
employed to record the majority of data for each year are given [108, 109, 162].
For the events that pass the L0 trigger, on the HLT1 stage, a reconstruction of the
particle tracks and primary vertices is performed. At this stage, the TrackMuon
and TrackAllL0 trigger lines accept all events that passed the L0 muon trigger
or the L0 stage in general. In contrast, the TrackMVA and TwoTrackMVA trig-
ger lines are based on multivariate classifiers. They filter the events based on
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properties like the minimum transverse momentum and the impact parameter
significance (with respect to the PV) of the tracks. Finally, in the HLT2 stage,
the events are fully reconstructed. The DiMuonDetached trigger line filters
on properties typical for dimuon vertices, such as the distance of PV and SV.
Additionally, a series of inclusive 𝐵 trigger lines is included, which are based
on boosted decision trees and select decays with a two-, three-, or four-body
topology. Some of these lines explicitly require identified muons to be part of
the decay.

For all L0 and HLT lines, the corresponding TOS requirements are implied,
avoiding a strong dependence on the underlying event, which is not well-
modelled in simulation, while keeping the signal efficiency high.

Table 8.1 – Summary of trigger lines used to select 𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇− decays.

Run 1 Run 2

L0 Muon Muon
DiMuon DiMuon

HLT1
TrackMuon TrackMuon
TrackAllL0 TrackMVA

TwoTrackMVA

HLT2

DiMuonDetached DiMuonDetached
Topo2BodyBBDT Topo2Body
Topo3BodyBBDT Topo3Body
Topo4BodyBBDT Topo4Body
TopoMu2BodyBBDT TopoMuMu2Body
TopoMu3BodyBBDT TopoMuMu3Body
TopoMu4BodyBBDT TopoMuMu4Body

TopoMu3Body

Table 8.2 – Thresholds of the L0 muon and dimuon trigger lines [108, 109, 162].

2011 2012 2015 2016 2017 2018

L0Muon
𝑝Τ(𝜇) (GeV/𝑐) > 1.48 1.76 2.8 1.8 1.35 1.35
nSPDHits < 600 600 450 450 450 450

L0DiMuon
𝑝Τ(𝜇1) × 𝑝Τ(𝜇2) (GeV2/𝑐2) > 1.69 2.56 1.69 2.25 1.69 1.69
nSPDHits < 900 900 600 600 600 600
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8.2 Preselection and multivariate classification
The candidates in the signal and control channels are constructed from events
that passed the centralised preselection summarised in Table 8.3. This centralised
preselection serves the purpose of harmonising parts of the selection require-
ments for similar decay modes across the experiment’s different analysis groups.
Explanations of the different variables are given in Table 3.1. This selection step
aims to remove large parts of the background while keeping the signal efficiency
high. Requirements on the dimuon, diproton, and 𝐵0(𝑠) meson vertex quality
𝜒2vtx/ndf and on the DOCA between the tracks reduce combinatorial background
contributions. This background reduction is also achieved by cutting on the
cosine of the angle between the flight direction of the 𝐵meson and the vector
joining the PV with the SV (DIRA). In the case of a correct and fully recon-
structed decay, this variable is expected to be close to one since no momentum
was carried away by one or more undetected or wrongly attributed particles.
The displaced 𝐵 decay vertex is selected by requirements on the flight distance
significance 𝜒2FD and the 𝜒2IP of both the 𝐵meson and its decay products. Particle
identification requirements are imposed on the muon tracks using the PID𝜇 and
isMuon variables introduced in Section 3.4.

Further loose selection requirements are applied on top of the centralised
preselection throughout the analysis to select the relevant 𝐵0(𝑠) mass range and
align the signal and control channel data with calibration samples. These addi-
tional requirements are summarised in Table 8.4.

As the last part of the selection, the separation power of multivariate classifiers
is exploited to suppress background contributions efficiently. Two extreme-
gradient-boosting decision tree classifiers (BDT) [163] are trained. This al-
gorithm is chosen for its high efficiency, flexibility and speed of training.

The strategy is to have two complementary classifiers: The first classifier is
trained with kinematic and topological variables, while the second classifier
is trained with PID information only. Although using a multivariate signal
classifier with PID input variables is not a common practice in searches for
rare decays at LHCb, the strategy in this analysis serves the crucial purpose of
efficiently separating protons from more abundant pions and kaons. Because of
the high separation power of one single classifier and the limited data available
for training, both classifiers are trained on the same input data, meaning that
the training processes are performed in parallel and not consecutively. A study
using only one classifier with kinematic and PID variables as inputs is planned
and might serve as a cross-check for the actual selection strategy.

Two data samples are prepared for the training to represent the signal and
background contributions. The simulated 𝐵0𝑠→ 𝑝𝑝̄𝜇+𝜇− candidates are used as
a signal proxy with trigger and preselection applied. All corrections described
in Section 7.2 are considered. As a proxy for the background processes, the
upper and lower sideband data is used. The lower sideband is defined by
the reconstructed 𝑝𝑝̄𝜇+𝜇− mass in the range from 5000 to 5200 MeV/c 2, while
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Table 8.3 – Requirements of the centralised preselection.

Particle(s) or Event Variable Requirement

𝐵0(𝑠) 𝑚(ℎℎ𝜇𝜇) > 4700MeV/𝑐2

𝑚(ℎℎ𝜇𝜇) < 7000MeV/𝑐2

| ∑ℎℎ𝜇𝜇𝑄 | < 3

𝜒2vertex/dof < 8
𝜒2FD(PV) > 64
𝜒2ΙΡ(PV) < 16
max(𝜒2ΙΡ(daughters, PV)) > 9
DIRA > 0.9999

ℎ+ℎ− 𝑚(ℎℎ) < 6200MeV/𝑐2

DOCA 𝜒2 < 20
𝜒2vertex/dof < 12
𝜒2FD(PV) > 16
max(𝜒2ΙΡ(daughters, PV)) > 6
DIRA > −0.9

ℎ± hasRich True
𝜒2ΙΡ(PV) > 6
GhostProb < 0.5

𝜇+𝜇− 𝑚(𝜇𝜇) < 7100MeV/𝑐2

𝜒2vertex/dof < 12
𝜒2FD(PV) > 9
max(𝜒2ΙΡ(daughters, PV)) > 6
DIRA > −0.9

𝜇± hasMuon True
isMuon True
PID𝜇 > −3
𝜒2ΙΡ(PV) > 6
GhostProb < 0.5

Event nTracks < 600
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Table 8.4 – Additional selection requirements to select 𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇− decays.

Particle(s) Variable Requirement

𝐵0(𝑠) 𝑚(ℎℎ𝜇𝜇) > 5000MeV/𝑐2

𝑚(ℎℎ𝜇𝜇) < 6000MeV/𝑐2

ℎ±/𝜇± 𝜒2track/ndf < 4
GhostProb < 0.4
𝑝 ∈ [3, 500]GeV/𝑐

𝑝Τ

⎧⎪⎨
⎪⎩
∈ [0.80, 40]GeV/𝑐 for Run 1
∈ [0.25, 40]GeV/𝑐 for Run 2

the upper sideband is defined from 5450 to 6000 MeV/c 2. The selection of the
background proxy ismade consistentlywith the selection of the signal proxy. The
same classifiers are used for the resonant and non-resonant 𝑞2 regions, but the
requirements on the classifier outputs are optimised separately for the different
ranges. This strategy ensures that the systematic uncertainties induced by the
classifier selection will partly cancel in the normalisation ratio. However, due
to the resonant channel’s different background composition, the classifiers are
trained only in the non-resonant 𝑞2 region.

The classifier training is performed independently for Run 1 and Run 2 data
to consider the different data-taking conditions. In total, around 83 000 sim-
ulated signal candidates and 1 200 000 background candidates from data are
used for training the Run 1 classifiers, while around 195 000 signal and 2 340 000
background candidates are used for the Run 2 classifiers.

The classifier algorithm has several hyperparameters which modify the classi-
fication model and its complexity. The parameters that differ from the default
value of the algorithm are given in Table 8.5. To lower the probability of an over-
trained model that corresponds too closely to the training data set, the maximum
depth of the decision trees and the learning rate are decreased. One common
way to compensate for the slower learning rate would be to increase the number
of estimators (which is equivalent to the number of boosting iterations). In
this analysis, however, another approach is chosen by not fixing the number
of estimators but introducing an early-stopping routine that stops the learning
procedure when no classification improvement was achieved over the last ten
boosting iterations. Additionally, a scaling factor is set automatically within
the training process to account for the high signal and background candidates
imbalance in the training data. This factor is calculated as the ratio of available
signal and background candidates.

Regarding the choice of input variables, a set of 13 variables is used for training
the kinematic classifier, while for the PID classifier, 11 variables are chosen. A list
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8 Selection of 𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇− candidates

Table 8.5 – Hyperparameters used for the classifier training.

Parameter BDT (kinematic) BDT (PID)

𝑁estimators chosen by early-stopping
max(tree depth) 4 4
learning rate 0.05 0.05
𝑤scale automatically set

of the used variables ranked by their importance for the classifiers can be found
in Fig. 8.1. The corresponding distributions are shown in Figs. 8.2 and 8.3. Each
plot compares the data sideband representing background with the simulation
representing signal. The sets of discriminating input variables are determined
systematically by a recursive feature elimination (RFE) to avoid redundancies
in the information by different variables. The RFE procedure starts with larger
sets of standard input variables. First, the classifier is trained with all these
variables. Then, the least important variables, as determined by the algorithm,
are dropped in an iterative procedure until a termination criterion defined by a
metric is reached. This metric is chosen as the area under the receiver operating
characteristics (ROC) curve. The ROC curve results from plotting the rate of
true positive classifications against the rate of false positive classifications. For
this metric, a hypothetical all-knowing classifier shows an area under the curve
(AUC) of 1.0, while a randomly guessing classifier has an AUC of 0.5. Based
on this metric, the termination criterion for the RFE is chosen to be reached by
a design choice when the relative difference to the classifier trained with all
variables is more than 0.1%.
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Figure 8.1 – Variables used for the training of the (a) kinematic and (b) PID classifier. The
variables are ranked by their importance as determined by the classification algorithm.
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Figure 8.2 – Distributions of the variables used as training inputs for the kinematic
classifier. The Run 2 sideband data is compared with signal simulation.
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Figure 8.3 – Distributions of the variables used as training inputs for the PID classifier.
The Run 2 sideband data is compared with signal simulation.
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8.2 Preselection and multivariate classification

To check the classifiers for potential overtraining and increase the data statistics,
the training is performed with a 𝑘-folding approach where 𝑘 = 5. This procedure
is identical to the 𝑘-folding procedure described in Section 7.2.3 for the kinematic
reweighting. While a classifier is trained with 80% of the available data set, the
remaining 20% is used to check the classifier prediction. By rotating the fold
assignment of the data, five versions of the classifier are trained and combined.
When predicting unknown data, the arithmetic mean of the five single classifier
predictions is taken as result. In contrast, when predicting data used for training,
it is always ensured that only the independent classifier is used for the prediction.
Comparisons of the classifier responses on the training and test data set are shown
in Fig. 8.4 for the Run 2 classifiers, together with the corresponding ROC curves.

0 0.2 0.4 0.6 0.8 1

BDT output

0

0.2

0.4

0.6

C
an

di
da

te
s 

(a
.u

.)

Background (train)
Signal (train)
Background (test)
Signal (test)

(a) BDT (kinematic)

0 0.2 0.4 0.6 0.8 1

BDT output

0

0.2

0.4

0.6

C
an

di
da

te
s 

(a
.u

.)

Background (train)
Signal (train)
Background (test)
Signal (test)

(b) BDT (PID)

0 0.5 1

False positive rate

0

0.5

1

T
ru

e 
po

si
tiv

e 
ra

te

AUC = 0.9738

(c) BDT (kinematic)

0 0.5 1

False positive rate

0

0.5

1

T
ru

e 
po

si
tiv

e 
ra

te

AUC = 0.9778

(d) BDT (PID)

Figure 8.4 – Predictions of the Run 2 (a) kinematic and (b) PID classifiers on the training
and test data sets. The corresponding ROC curves are shown below.
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8.3 Selection optimisation

The selection requirements on both BDT classifier outputs are optimised to
achieve a high sensitivity to the studied decay modes. They are optimised in-
dependently for the resonant and non-resonant modes. For the 𝐵0(𝑠) → 𝐽/𝜓𝑝𝑝̄
mode, the optimisation is done by fitting the data set with different BDT output
requirements and then extracting the number of signal and background candid-
ates. With these numbers, a figure of merit (FOM) is evaluated, which is the
significance of the signal,

FOMsignificance =
𝑆

√𝑆 + 𝐵
, (8.1)

where 𝑆 is the number of signal and 𝐵 the number of background events meas-
ured in a 20 MeV/c 2 region around the 𝐵0𝑠 mass going from 5346 to 5386 MeV.
The fits are performed with a simplified signal model that is not accurate enough
for the final mass fit but sufficient for the BDT cut optimisation studies. The
model consists of a double-sided asymmetric Crystal Ball function [135] that
can be brought to convergence more quickly than the later used and more com-
plex Hypatia function (see Chapter 9). A second-order Chebychev polynomial
describes the background. For fits on data, the signal’s tail parameters are Gaus-
sian constrained from corresponding fits to simulation. The two-dimensional
distributions of the FOM for the Run 1 and Run 2 classifiers are shown in Fig. 8.5.
To prove the consistency of the distribution, it is checked that all fits converge
for all points on the search grid and that the number of observed background
and signal candidates decreases steadily for stricter BDT output requirements.
As a result of the 𝐵0(𝑠)→ 𝐽/𝜓𝑝𝑝̄ selection optimisation, the distributions’ maxima
are found at

BDT (kinematic) < 0.9 BDT (PID) < 0.974 for Run 1 (8.2)
BDT (kinematic) < 0.425 BDT (PID) < 0.97 for Run 2 . (8.3)

The optimal selection requirements on the BDT classifier outputs for the non-
resonant 𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇− decays are determined by searching for the maximum of
the Punzi FOM [164]. It is defined as

FOMΡunzi =
𝜀sig

5
2 + √𝐵

, (8.4)

where 𝜀sig is the signal efficiency, and 𝐵 is the expected number of background
events at a given selection requirement. The Punzi FOM has the advantage
that no assumptions on the decay rate of the rare modes have to be imposed.
To avoid convergence problems with the mass fit, the metric is modified with
an additional condition requiring at least two candidates left in each sideband
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after the selection. The two-dimensional distributions of the Punzi FOM for
requirements on the Run 1 and Run 2 classifiers are shown in Fig. 8.6. As a result
of the 𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇− selection optimisation, the distributions’ maxima are found
at

BDT (kinematic) < 0.94 BDT (PID) < 0.995 for Run 1 (8.5)
BDT (kinematic) < 0.94 BDT (PID) < 0.992 for Run 2 . (8.6)

These maxima are not affected by the constraint of at least two candidates per
sideband. A comparison of the selection criteria for the resonant and non-
resonant channels shows that the optimal kinematic BDT requirement for res-
onant Run 2 data is significantly lower than for corresponding Run 1 data and
corresponding non-resonant data. However, this is not problematic since Fig. 8.5b
indicates a broad maximum for different kinematic BDT requirements and con-
sequently the significance depending on this requirement does not change by
much.

After applying the entire selection, the data and simulation samples are
checked for candidates originating from the same event. Since for rare decays it is
highly unlikely that more than one true signal decay occurs in an event, multiple
candidates per event mainly result from imperfections in the reconstruction.
These multiple candidates are treated by randomly retaining only one candidate
and removing the others. In the simulation, if multiple candidates are found,
only the candidate in the lowest background category (see Section 3.4) is kept as
lower categories contain candidates which aremore similar to the truly generated
decay. For multiple candidates in the same background category, one candidate
is selected randomly, as in data. It turns out that this whole procedure has no
significant effect on the signal efficiencies. Only a single multiple candidate in
the resonant data set is found and sorted out.
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Figure 8.5 – Significance of the 𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄ signal in a 20 MeV/c 2 region around the 𝐵0𝑠
mass for different cuts on the kinematic and PID classifier. The distributions’ maxima
are marked with a star.
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Figure 8.6 – Value of the Punzi FOM for the 𝐵0𝑠 → 𝑝𝑝̄𝜇+𝜇− for different kinematic and
PID classifier requirements. The distributions’ maxima are marked with a star. Empty
bins are given if the additional condition of at least two candidates in the upper and
lower sideband is not fulfilled.
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9 Modelling of invariant mass
distributions

This chapter presents the modelling of the invariant mass distributions of the
resonant 𝐵0(𝑠)→ 𝐽/𝜓𝑝𝑝̄ and non-resonant 𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇− decay channels. The num-
bers of signal candidates in the resonant channel are extracted from a fit to data
and used in Section 10.1 to calculate the normalisation constants. Consequently,
the fits to the non-resonant simulation and blinded non-resonant data are used to
calculate expected upper limits on the 𝐵0𝑠→ 𝑝𝑝̄𝜇+𝜇− and 𝐵0→ 𝑝𝑝̄𝜇+𝜇− branching
fractions in Section 10.2. All fits are performed as unbinnedmaximum-likelihood
fits with the data sets having all selection requirements of Chapter 8 applied.

9.1 Model for 𝑩𝟎(𝒔)→ 𝑱/𝝍𝒑𝒑̄ decays
The fit to the resonant 𝐵0(𝑠) → 𝐽/𝜓𝑝𝑝̄ channel used to determine the number of
normalisation channel candidates is performed with a mass constraint on the 𝐽/𝜓
meson. By adding the constraint, the kinematics of the final state particles are
more restricted, improving the resolution of the reconstructed 𝐽/𝜓𝑝𝑝̄mass. In the
case of 𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄ and 𝐵0→ 𝐽/𝜓𝑝𝑝̄ decays, this eases the separation of signal and
background, especially the clean separation of the 𝐵0𝑠 and 𝐵0 decay contributions
in data. In Fig. 9.1, the 𝐽/𝜓𝑝𝑝̄ mass with and without the constraint is shown
for 𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄ simulation, demonstrating the higher resolution.

Simulated samples of 𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄ and 𝐵0→ 𝐽/𝜓𝑝𝑝̄ decays are used to study the
shapes of the signal modes. As for the control channels in Section 7.2, each signal
distribution is modelled by a two-sided Hypatia function. The complexity of
the Hypatia function is reduced by fixing 𝜁 = 𝛽 = 0 in the function definition.
A second-order Chebychev polynomial with coefficients 𝑎0 and 𝑎1 describes
the background. The signal model is fitted to the 𝐵0𝑠 → 𝐽/𝜓𝑝𝑝̄ and 𝐵0 → 𝐽/𝜓𝑝𝑝̄
simulation samples to constrain the shapes of the distributions for the fit to data.
In Fig. 9.2a and Fig. 9.2b, the fit results are shown. For the fit to data, the signal
shape tail parameters 𝛼L, 𝛼R, 𝑛L, 𝑛R, and the parameter 𝜆 of the Hypatia function
are constrained to their fitted values on simulation. The fit to the combined Run 1
and Run 2 data sets is shown in Fig. 9.2c, and the resulting parameter values are
listed in Table 9.1.

The stability of the fit procedure is tested with 10 000 pseudo-experiments
by repeatedly generating and fitting data sets according to the given fit model.
This procedure is done with the fit model described above and the fit values
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Figure 9.1 – Reconstructed 𝐽/𝜓𝑝𝑝̄mass in 𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄ simulation with and without a mass
constraint on the 𝐽/𝜓meson. The 2018 simulation sample is shown. The higher resolution
is evident and allows disentangling the 𝐵0𝑠 and 𝐵0 components in the fit to data.

in Table 9.1 as inputs. The pseudo-experiments are evaluated by examining
the uncertainty-weighted residuals, the pulls, between the generated and fitted
parameter values. In the case of an unbiased fit with a correct estimation of the
fit uncertainties, the pulls are expected to be Gaussian distributed with mean
zero and unit width. In Fig. 9.3, the corresponding distributions for the signal
and background yield parameters are shown. No significant bias is observed,
demonstrating the robustness of the fit.

When evaluating the resulting fit parameters, it is found that the signal resolu-
tion in data is about 10% larger than in simulation. This result is important when
discussing the fits to the non-resonant channel where the number of candidates
is too small to leave the width parameter freely floating. As a cross-check, the
fit to data is repeated with the signal widths fixed to be 10% larger than in the
corresponding fit to simulation. No difference in the number of extracted signal
candidates is found, which confirms the result.

As an additional test of the fit model, it is checked that the fit results are
compatible when no 𝐽/𝜓 mass constraint is applied. The check is performed
to anticipate the behaviour of the fit model when applied to the still blinded
non-resonant 𝐵0(𝑠) → 𝑝𝑝̄𝜇+𝜇− channel, where no 𝐽/𝜓 meson is present. The fit
model is the same one used for the fit with the constrained 𝐽/𝜓 mass, but the
ranges of the fit parameters are adjusted to account for the broader widths of
the unconstrained mass peaks. Also, the fit procedure is the same as for the
constrained fit. First, the signal component of the model is fitted to simulation
to constrain the tail parameters and the parameter 𝜆 by Gaussian functions.
Then, the distribution in data is fitted with the full model, which is shown in
Fig. 9.4. In Table 9.2, the fitted 𝐵0𝑠 and 𝐵0 yields are compared between the 𝐽/𝜓
mass constrained fit and the unconstrained fit. No significant deviation is seen,
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9.1 Model for 𝐵0(𝑠)→ 𝐽/𝜓𝑝𝑝̄ decays
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Figure 9.2 – Reconstructed 𝐽/𝜓𝑝𝑝̄mass distributions of the resonant normalisation channel
with a mass constraint on the 𝐽/𝜓 meson. Unbinned maximum-likelihood fits to the
(a) 𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄ simulation, (b) 𝐵0→ 𝐽/𝜓𝑝𝑝̄ simulation, and (c) combined Run 1 and Run 2
data are shown.
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9 Modelling of invariant mass distributions

Table 9.1 – Results of the unbinned maximum-likelihood fits to 𝐵0(𝑠)→ 𝐽/𝜓𝑝𝑝̄ simulation
and data. In the fit to data, the tail parameters (𝛼L, 𝑛L, 𝛼R, 𝑛R) and the parameter 𝜆 are
not freely floating but constrained from the fits to simulation. The full 9 fb−1 data set is
fitted.

Fit to simulation Fit to data
𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄ 𝐵0→ 𝐽/𝜓𝑝𝑝̄ 𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄ 𝐵0→ 𝐽/𝜓𝑝𝑝̄

Si
gn

al

𝑥0 5366.99 ± 0.01 5279.77 ± 0.01 5367.47 ± 0.15 5280.30 ± 0.22
𝜎0 6.39 ± 0.09 5.39 ± 0.07 7.02 ± 0.34 6.02 ± 0.45
𝜆 −2.33 ± 0.05 −2.26 ± 0.05 −2.32 ± 0.05 −2.26 ± 0.05
𝛼L 1.68 ± 0.07 1.63 ± 0.05 1.68 ± 0.07 1.63 ± 0.05
𝛼R 1.35 ± 0.05 1.34 ± 0.04 1.35 ± 0.05 1.34 ± 0.04
𝑛L 1.93 ± 0.06 2.19 ± 0.08 1.93 ± 0.06 2.19 ± 0.08
𝑛R 2.52 ± 0.09 2.57 ± 0.06 2.52 ± 0.09 2.57 ± 0.06
𝜁 0.0 0.0 0.0 0.0
𝛽 0.0 0.0 0.0 0.0
𝑁sig 756 ± 31 299 ± 20

Ba
ck

gr
ou

nd 𝑎0 0.23 ± 0.07
𝑎1 −0.04 ± 0.07
𝑁bkg 724 ± 33
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Figure 9.3 – Pull distributions of the signal and background yield parameters extracted
from repeated fits to the 𝐵0(𝑠)→ 𝐽/𝜓𝑝𝑝̄ channel.

demonstrating the consistency of both fits. Again, the signal resolutions are
compared between the simulation and the data. It is found that the 𝐵0 signal
resolution in data is about 18% larger than in simulation, while for the 𝐵0𝑠 signal
resolution, it is 20%. Repeating the fit with the signal widths fixed to the up-
scaled values gives a compatible amount of signal events. It can be assumed that
also in the non-resonant channel, the signal resolution is larger in data than in
simulation. Therefore, it is planned to consider the relative deviation seen in the
resonant channel for the fit in the non-resonant channel.

Table 9.2 – Numbers of signal yields from fits with and without the 𝐽/𝜓mass constraint.
For both modes, the numbers are in agreement within their statistical uncertainty.

𝑁sig (constrained) 𝑁sig (unconstrained)

𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄ 756 ± 31 755 ± 40
𝐵0→ 𝐽/𝜓𝑝𝑝̄ 299 ± 20 300 ± 29
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Figure 9.4 – Reconstructed 𝐽/𝜓𝑝𝑝̄ invariant mass distribution in the resonant 𝐵0(𝑠)→ 𝐽/𝜓𝑝𝑝̄
normalisation channel. A fit to 𝐵0(𝑠)→ 𝐽/𝜓𝑝𝑝̄ data is shown. No mass constraint on the
reconstructed dimuon pair mass is applied.

9.2 Model for 𝑩𝟎(𝒔)→ 𝒑𝒑̄𝝁+𝝁− decays
The signal region of the non-resonant 𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇− channel is still blinded on
data. So, in this section, only the signal models are described, together with a
background-only fit to the sideband data.

As for the resonant modes, the 𝐵0𝑠 and 𝐵0 signals are modelled with a two-
sided Hypatia function each. The background component is described by an
exponential function with parameter 𝑐0. No kinematic threshold near the 𝐵
masses exists in the 𝑝𝑝̄𝜇+𝜇− mass spectrum as seen in the 𝐽/𝜓𝑝𝑝̄ spectrum, where
the minimum mass is given by the rest masses of the 𝐽/𝜓 meson and the two
protons. In Fig. 9.5a and Fig. 9.5b, the fits to the simulated samples are shown. For
the fit to blinded data, only the exponential background component is used. This
fit can be seen in Fig. 9.5c, while the corresponding fit parameters are summarised
in Table 9.3. The number of background events in the entire fit window 𝑁bkg
is given, together with the expected number of events in the blinded signal
region 𝑁∗

bkg calculated by integrating the fitted model in the corresponding
region. Next, these fit results are used to calculate expected upper limits on the
branching fractions of the 𝐵0𝑠→ 𝑝𝑝̄𝜇+𝜇− and 𝐵0→ 𝑝𝑝̄𝜇+𝜇− decay modes.
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9.2 Model for 𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇− decays

Table 9.3 – Results of the unbinned maximum-likelihood fits to 𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇− simulation
and blinded data. The number of background events in the full fit window𝑁bkg is given.
Also, the expected number of events in the blinded signal region 𝑁∗

bkg is calculated by
integrating the fitted model.

Fit to simulation Fit to data
𝐵0𝑠→ 𝑝𝑝̄𝜇+𝜇− 𝐵0→ 𝑝𝑝̄𝜇+𝜇−

Si
gn

al

𝑥0 5367.94 ± 0.06 5280.71 ± 0.07
𝜎0 42.94 ± 2.69 41.27 ± 2.90
𝜆 −5.77 ± 0.67 −5.63 ± 0.75
𝛼L 0.62 ± 0.04 0.63 ± 0.06
𝛼R 0.89 ± 0.09 0.86 ± 0.10
𝑛L 1.48 ± 0.04 1.49 ± 0.06
𝑛R 2.37 ± 0.17 2.73 ± 0.21
𝜁 0.0 0.0
𝛽 0.0 0.0

Ba
ck

gr
ou

nd 𝑐0 −0.00207 ± 0.00066
𝑁∗

bkg 11
𝑁bkg 35 ± 7
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Figure 9.5 – Reconstructed 𝑝𝑝̄𝜇+𝜇− invariant mass distributions of the 𝐵0(𝑠) → 𝑝𝑝̄𝜇+𝜇−
signal channel. Unbinned maximum-likelihood fits to (a) 𝐵0𝑠 → 𝑝𝑝̄𝜇+𝜇− simulation,
(b) 𝐵0 → 𝑝𝑝̄𝜇+𝜇− simulation, and (c) combined Run 1 and Run 2 blinded data are
shown.
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10 Expected upper limits

The presentedmeasurement is ongoing and the signal region of the non-resonant
modes is still blinded. Therefore, in this chapter, preliminary expected upper
limits on the 𝐵0𝑠→ 𝑝𝑝̄𝜇+𝜇− and 𝐵0→ 𝑝𝑝̄𝜇+𝜇− branching fractions are computed.
The normalisation procedure for the branching fractions is derived in Section 10.1
followed by the presentation and discussion of the resulting expected upper
limits in Section 10.2.

10.1 Normalisation with 𝑩𝟎(𝒔)→ 𝑱/𝝍𝒑𝒑̄ decays

This section presents the normalisation of the 𝐵0𝑠 → 𝑝𝑝̄𝜇+𝜇− and 𝐵0→ 𝑝𝑝̄𝜇+𝜇−
signal decay modes with the corresponding resonant decay modes. The signal
branching fractions are calculated according to

ℬ (𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇−) = 𝜀(𝐵0(𝑠)→ 𝐽/𝜓𝑝𝑝̄)
𝜀(𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇−) ×

ℬ (𝐵0(𝑠)→ 𝐽/𝜓𝑝𝑝̄)
𝑁(𝐵0(𝑠)→ 𝐽/𝜓𝑝𝑝̄)���������������������������������������������������

𝛼(𝑠)

×𝑁(𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇−) .

(10.1)
In this equation, 𝛼𝑠 and 𝛼 are the normalisation factors for the 𝐵0𝑠 and 𝐵0 signal
decays, respectively. The input 𝑁 is the measured number of candidates of the
correspondingmode, and 𝜀 is the total detection efficiency. For the normalisation
channel, the process 𝐽/𝜓→ 𝜇+𝜇− is always considered.

Equation (10.1) is used because the parts of the detection efficiencies and their
corresponding uncertainties that are common to the signal and normalisation
channel cancel in the ratio. This cancellation motivates the choice of a normalisa-
tion channel as similar as possible to the signal channel, with common trigger,
reconstruction, and selection procedures. The decays 𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄ and 𝐵0→ 𝐽/𝜓𝑝𝑝̄
are chosen because of their identical final state and the expected similar trigger
and particle identification system response. Also, the reconstruction and other
selection efficiencies are expected to behave similarly to the signal due to the
same final state. In addition, the normalisation channel 𝐵 hadrons already have
the same flavour as the corresponding signal channel 𝐵 hadrons avoiding the ex-
ternal input 𝑓𝑠/𝑓𝑑 as used in the 𝐵0(𝑠)→ 𝜇+𝜇− normalisation (see Section 6.1). The
total detection efficiencies are split according to the detection stages: geometrical
detector acceptance, reconstruction and centralised preselection, and further
selection requirements (including the trigger selection and the requirements on
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10 Expected upper limits

the two multivariate classifier outputs), such that

𝜀(𝐵0(𝑠)→ 𝐽/𝜓𝑝𝑝̄)
𝜀(𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇−) =

𝜀Τotalnorm
𝜀Τotalsig

= 𝜀Αccnorm
𝜀Αccsig

× 𝜀
RecΡre|Αcc
norm

𝜀RecΡre|Αccsig
× 𝜀

Sel|ΑccRecΡre
norm

𝜀Sel|ΑccRecΡresig
. (10.2)

Here, the efficiency for each stage is computed from candidates that pass the
preceding selection stages. The branching fractions of the resonant decays that
enter into the normalisation computation are taken from the published LHCb
measurement [75] and considered as external inputs:

ℬ (𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄) = (3.58 ± 0.19 (stat) ± 0.39 (syst)) × 10−6 (10.3)
ℬ (𝐵0→ 𝐽/𝜓𝑝𝑝̄) = (4.51 ± 0.40 (stat) ± 0.44 (syst)) × 10−7 . (10.4)

The calculation and study of the normalisation factor components are described
in the following sections.

10.1.1 Number of normalisation channel events
The normalisation channel candidates have similar selection requirements as
the signal channel candidates (see Chapter 8). Differences are the selected 𝑞2
regions and the requirements on the parallel multivariate classifier outputs. In
Chapter 9, the extracted number of signal events can be found in Table 9.1.

10.1.2 Selection efficiencies
As part of the detection efficiency, the detector acceptance is defined, in first
approximation, as the fraction of generated decays having all the decay products
in the geometrical detector acceptance. The total detector acceptance, however,
will also be affected by themagnetic field of the LHCbmagnet and by the particle
interactions with the detector material. These effects are evaluated as part of
the reconstruction efficiency. In Table 10.1, the geometrical detector acceptances
for the signal and normalisation modes are listed, which are estimated with
simulated samples. The decay products of the studied decays are required to
move in the direction of the LHCb detector acceptance, defined as the polar
angle in the range of [10, 400]mrad. This acceptance is chosen to be larger than
the physical LHCb detector acceptance to allow for the recovery of particles
deflected into the acceptance by the magnetic field. As expected from the same
four-body topology of the decays, the geometrical detector acceptances per year
are similar for the signal and normalisation modes.

The reconstruction efficiency is the fraction of decay candidates in the detector
acceptance successfully reconstructed by the experiment’s software. The selec-
tion efficiency is the fraction of reconstructed decay candidates that pass the
selection. Both efficiencies depend on the characteristics of the decay channel,
like e.g. the number of particles in the final state, their kinematic distributions,
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10.1 Normalisation with 𝐵0(𝑠)→ 𝐽/𝜓𝑝𝑝̄ decays

the tracking efficiency, and the particle identification efficiency. The combined
efficiencies of the reconstruction and centralised preselection are evaluated on
truth-matched simulation samples and given in Table 10.1. For each channel,
the efficiencies are in overall good agreement between the years. Slight devi-
ations, especially for the years 2011, 2012, and 2015, are due to different detector
performances and trigger configurations between Run 1 and Run 2. Because
only the ratio of signal and normalisation channel efficiencies enters the final
calculation of the normalisation constants, variations in the efficiencies cancel
out.

The efficiency of the subsequent selection steps, containing the trigger and
BDT selection, is defined on simulated samples as the ratio between the number
of reconstructed and fully-selected candidates and the number of generated,
reconstructed, preselected, and truth-matched events. Simulation corrections
are applied when computing the selection efficiencies (see Section 7.2). The
uncertainties are derived exclusively from the statistical size of the simulation
sample. Systematic uncertainties resulting from the various simulation correc-
tions are not yet included. The calculated efficiencies are listed in Table 10.1,
while a collection of the different partial efficiencies is shown in Table 10.2. As
expected, the efficiencies differ between the resonant and non-resonant modes
due to the different requirements on the BDT classifier outputs and the 𝑞2 re-
gion. No significant deviations are observed when comparing the efficiencies of
the 𝐵0𝑠 modes with the ones of the corresponding 𝐵0 modes.

10.1.3 Normalisation factors
The efficiencies used in the computation of the normalisation factors are the
total detection efficiencies, calculated as the product of the geometrical detector
acceptance, the reconstruction efficiency, and the efficiency of all selection re-
quirements. In Table 10.1, the total efficiencies are summarised per data-taking
year and for the combined Run 1+2 data set. The combined efficiencies are
derived by weighting and averaging the single-year efficiencies according to
the luminosity fractions in data. Finally, the normalisation factors 𝛼𝑠 and 𝛼 are
calculated from Eq. (10.1) and yield

𝛼𝑠 = (8.4 ± 1.1) × 10−10 (10.5)
𝛼 = (2.6 ± 0.4) × 10−10 , (10.6)

where the reported uncertainty is the sum in quadrature over the statistical uncer-
tainty and the uncertainty introduced by the external input of the normalisation
channel branching fractions.
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10 Expected upper limits

Table 10.1 – Total efficiencies for the 𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇− signal and 𝐵0(𝑠)→ 𝐽/𝜓𝑝𝑝̄ normalisation
modes calculated on simulated samples. The simulation corrections derived in Section 7.2
are applied. So far, the uncertainties are derived only from the statistical size of the
simulation samples. In addition to the numbers for the combined Run 1+2 data set, the
efficiencies for the different years are stated.

Channel 𝜀Αcc 𝜀RecPre|Acc 𝜀Sel|AccRecPre 𝜀Total

𝐵0𝑠→ 𝑝𝑝̄𝜇+𝜇−
2011 (16.76 ± 0.03)% (10.96 ± 0.04)% (7.17 ± 0.11)% (0.132 ± 0.002)%
2012 (17.04 ± 0.02)% (9.98 ± 0.03)% (6.39 ± 0.07)% (0.109 ± 0.001)%
2015 (18.03 ± 0.04)% (11.44 ± 0.05)% (6.16 ± 0.10)% (0.127 ± 0.002)%
2016 (18.07 ± 0.04)% (11.75 ± 0.04)% (8.00 ± 0.08)% (0.170 ± 0.002)%
2017 (18.00 ± 0.04)% (11.75 ± 0.04)% (11.01 ± 0.11)% (0.233 ± 0.002)%
2018 (17.94 ± 0.04)% (11.71 ± 0.03)% (9.52 ± 0.09)% (0.200 ± 0.002)%

Run 1+2 (17.63 ± 0.02)% (11.23 ± 0.01)% (8.39 ± 0.04)% (0.169 ± 0.001)%

𝐵0→ 𝑝𝑝̄𝜇+𝜇−
2011 (16.83 ± 0.03)% (10.59 ± 0.04)% (7.29 ± 0.11)% (0.130 ± 0.002)%
2012 (17.14 ± 0.02)% (9.63 ± 0.03)% (6.54 ± 0.07)% (0.108 ± 0.001)%
2015 (17.98 ± 0.04)% (10.93 ± 0.05)% (6.08 ± 0.10)% (0.120 ± 0.002)%
2016 (18.02 ± 0.04)% (11.29 ± 0.03)% (8.02 ± 0.08)% (0.163 ± 0.002)%
2017 (17.99 ± 0.04)% (11.28 ± 0.04)% (11.15 ± 0.11)% (0.226 ± 0.002)%
2018 (18.01 ± 0.04)% (11.23 ± 0.03)% (9.45 ± 0.09)% (0.191 ± 0.002)%

Run 1+2 (17.66 ± 0.02)% (10.80 ± 0.01)% (8.45 ± 0.04)% (0.163 ± 0.001)%

𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄
2011 (16.72 ± 0.03)% (12.15 ± 0.04)% (17.43 ± 0.14)% (0.354 ± 0.003)%
2012 (17.04 ± 0.02)% (11.11 ± 0.03)% (17.59 ± 0.11)% (0.333 ± 0.002)%
2015 (17.96 ± 0.04)% (11.62 ± 0.05)% (22.43 ± 0.17)% (0.468 ± 0.004)%
2016 (17.93 ± 0.04)% (11.98 ± 0.03)% (25.29 ± 0.13)% (0.544 ± 0.003)%
2017 (17.89 ± 0.04)% (11.97 ± 0.03)% (30.00 ± 0.15)% (0.643 ± 0.004)%
2018 (17.94 ± 0.04)% (11.89 ± 0.03)% (28.01 ± 0.12)% (0.597 ± 0.003)%

Run 1+2 (17.58 ± 0.02)% (11.76 ± 0.01)% (24.01 ± 0.06)% (0.501 ± 0.001)%

𝐵0→ 𝐽/𝜓𝑝𝑝̄
2011 (16.72 ± 0.03)% (11.31 ± 0.04)% (17.54 ± 0.14)% (0.332 ± 0.003)%
2012 (17.04 ± 0.02)% (10.22 ± 0.03)% (18.07 ± 0.12)% (0.315 ± 0.002)%
2015 (17.93 ± 0.04)% (10.62 ± 0.04)% (22.91 ± 0.16)% (0.436 ± 0.004)%
2016 (17.85 ± 0.04)% (10.91 ± 0.03)% (25.94 ± 0.13)% (0.505 ± 0.003)%
2017 (17.93 ± 0.04)% (10.90 ± 0.03)% (30.67 ± 0.16)% (0.599 ± 0.004)%
2018 (17.99 ± 0.04)% (10.94 ± 0.03)% (28.99 ± 0.13)% (0.570 ± 0.003)%

Run 1+2 (17.58 ± 0.02)% (10.79 ± 0.01)% (24.63 ± 0.06)% (0.471 ± 0.001)%
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10.1 Normalisation with 𝐵0(𝑠)→ 𝐽/𝜓𝑝𝑝̄ decays

Table 10.2 – Partial efficiencies for the signal and normalisation channel candidate
selection, evaluated on simulated samples. So far, the uncertainties are derived only
from the statistical size of the simulation samples. The different selection steps are
described in Section 8. The numbers are provided only for information and are not used
in any computations.

Efficiency 𝐵0𝑠→ 𝑝𝑝̄𝜇+𝜇− 𝐵0→ 𝑝𝑝̄𝜇+𝜇− 𝐵0𝑠→ 𝐽/𝜓𝑝𝑝̄ 𝐵0→ 𝐽/𝜓𝑝𝑝̄

C
om

m
on

2011 (58.04 ± 0.21)% (57.33 ± 0.21)% (79.57 ± 0.15)% (78.27 ± 0.15)%
2012 (56.58 ± 0.15)% (56.23 ± 0.15)% (79.92 ± 0.12)% (78.56 ± 0.13)%
2015 (95.35 ± 0.09)% (95.14 ± 0.09)% (92.10 ± 0.11)% (90.92 ± 0.11)%
2016 (95.13 ± 0.07)% (95.06 ± 0.07)% (92.01 ± 0.08)% (90.89 ± 0.09)%
2017 (95.39 ± 0.07)% (95.22 ± 0.08)% (92.83 ± 0.08)% (91.65 ± 0.10)%
2018 (95.31 ± 0.06)% (94.96 ± 0.07)% (92.71 ± 0.07)% (91.40 ± 0.08)%

𝑞2
ra
ng

e

2011 (98.96 ± 0.06)% (99.26 ± 0.05)% (97.24 ± 0.07)% (97.54 ± 0.06)%
2012 (98.99 ± 0.04)% (99.23 ± 0.04)% (97.14 ± 0.05)% (97.65 ± 0.05)%
2015 (99.45 ± 0.03)% (99.56 ± 0.03)% (97.17 ± 0.07)% (97.49 ± 0.06)%
2016 (99.39 ± 0.02)% (99.58 ± 0.02)% (97.07 ± 0.05)% (97.50 ± 0.05)%
2017 (99.23 ± 0.03)% (99.51 ± 0.03)% (97.28 ± 0.05)% (97.56 ± 0.05)%
2018 (99.29 ± 0.03)% (99.55 ± 0.02)% (97.07 ± 0.05)% (97.58 ± 0.05)%

Tr
ig
ge

r

2011 (66.84 ± 0.26)% (66.87 ± 0.27)% (75.45 ± 0.18)% (76.53 ± 0.18)%
2012 (61.56 ± 0.20)% (61.89 ± 0.20)% (77.52 ± 0.14)% (79.00 ± 0.14)%
2015 (35.41 ± 0.21)% (35.12 ± 0.21)% (69.18 ± 0.20)% (70.47 ± 0.19)%
2016 (46.43 ± 0.16)% (46.22 ± 0.16)% (78.02 ± 0.13)% (78.72 ± 0.13)%
2017 (61.84 ± 0.18)% (61.34 ± 0.18)% (82.55 ± 0.13)% (83.18 ± 0.14)%
2018 (53.74 ± 0.16)% (53.73 ± 0.16)% (78.04 ± 0.12)% (78.99 ± 0.13)%

BD
T
(k

in
em

at
ic
) 2011 (51.44 ± 0.34)% (52.63 ± 0.35)% (64.29 ± 0.23)% (65.53 ± 0.23)%

2012 (49.88 ± 0.26)% (50.83 ± 0.26)% (60.45 ± 0.18)% (62.22 ± 0.19)%
2015 (50.48 ± 0.37)% (51.00 ± 0.37)% (91.27 ± 0.15)% (91.91 ± 0.13)%
2016 (49.02 ± 0.23)% (48.85 ± 0.23)% (90.94 ± 0.10)% (91.60 ± 0.10)%
2017 (48.67 ± 0.23)% (48.84 ± 0.23)% (92.40 ± 0.10)% (93.07 ± 0.10)%
2018 (48.33 ± 0.21)% (48.25 ± 0.21)% (92.33 ± 0.09)% (92.91 ± 0.09)%

BD
T
(P

ID
)

2011 (36.31 ± 0.46)% (36.41 ± 0.46)% (46.43 ± 0.30)% (45.80 ± 0.30)%
2012 (37.13 ± 0.35)% (37.25 ± 0.35)% (48.36 ± 0.24)% (47.92 ± 0.25)%
2015 (36.35 ± 0.50)% (35.86 ± 0.49)% (39.69 ± 0.27)% (39.91 ± 0.25)%
2016 (37.16 ± 0.32)% (37.51 ± 0.32)% (39.91 ± 0.18)% (40.60 ± 0.18)%
2017 (38.65 ± 0.32)% (39.28 ± 0.33)% (43.56 ± 0.20)% (44.31 ± 0.20)%
2018 (38.71 ± 0.30)% (38.55 ± 0.30)% (43.20 ± 0.17)% (44.28 ± 0.18)%
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10 Expected upper limits

10.2 Results and interpretation
The analysis is still ongoing and the signal mass window of the non-resonant
channel is not yet examined. For this thesis, expected upper limits on the
branching fractions are calculated based on the normalisation constants and the
modelling of the signal and background contributions described in Chapter 9.
The upper limits are calculated using the CL𝑠 method [156] as implemented in
Ref. [157]. With the same approach, the upper limit on the 𝐵0→ 𝜇+𝜇− mode is
calculated (see Section 6.3). It is based on a profile likelihood ratio as a one-sided
test statistic, defined as

𝑞𝜇 =
⎧⎪⎨
⎪⎩
−2 log �ℒ(𝜇|𝑥)

ℒ(𝜇̃|𝑥)� if 𝜇 ≥ 𝜇̃
0 if 𝜇 < 𝜇̃ .

(10.7)

In this function, ℒ is the likelihood function of the fit, 𝜇 is the scanned parameter
of interest (the branching fraction) with its best-fitted value 𝜇̃, and 𝑥 is the
observable (the reconstructed 𝑝𝑝̄𝜇+𝜇− mass). With the test statistic, the 𝑝 value
can be expressed in theWald approximation [165] representing the compatibility
of a tested hypothesis with the data:

𝑝𝜇 = ∫
∞

𝑞obs

⎛
⎜⎜⎜⎜⎝ Φ �

𝜇′ − 𝜇
𝜎 � 𝛿(𝑞𝜇) +

1

�8𝜋𝑞𝜇
exp

⎡
⎢⎢⎢⎢⎣−
1
2 �√𝑞𝜇 −

𝜇 − 𝜇′
𝜎 �

2⎤⎥⎥⎥⎥⎦

⎞
⎟⎟⎟⎟⎠ d𝑞𝜇 . (10.8)

Here, 𝜇 denotes the parameter of interest of the tested hypothesis with standard
deviation 𝜎 and its value for a reference hypothesis 𝜇′.

Finally, the 𝑝 value for the signal-plus-background fit model is normalised to
the 𝑝 value for the background-only model to measure the limit based on the
signal rate alone:

CL𝑠 =
CL𝑠+𝑏
CL𝑏

. (10.9)

For the signal plus background hypothesis, 𝜇′ = 𝜇 is assumed, while it is 𝜇′ = 0
for the background-only hypothesis. The confidence intervals are measured by
performing 50 000 pseudo-experiments, lowering the dependence on the Wald
approximation. When evaluating the expected upper limit on the 𝐵0𝑠 branching
fraction, the 𝐵0 branching fraction is assumed to be zero and vice versa. The
effect of Gaussian-constrained parameters in the fit, like e.g. the normalisation
constant, is considered by randomly generating values for these parameters
within their constraints and plugging them in at their best-fitted value at each
scanned value of the examined branching fraction.

The CL𝑠 value distributions for the 𝐵0𝑠→ 𝑝𝑝̄𝜇+𝜇− and 𝐵0→ 𝑝𝑝̄𝜇+𝜇− branching
fractions are shown in Fig. 10.1. The expected upper limits are found to be

ℬ (𝐵0𝑠→ 𝑝𝑝̄𝜇+𝜇−) < 4.3 × 10−9 at 95% CL (10.10)
ℬ (𝐵0→ 𝑝𝑝̄𝜇+𝜇−) < 1.4 × 10−9 at 95% CL . (10.11)
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10.2 Results and interpretation

These limits are the first ones calculated based on the complete Run 1 and
Run 2 data set of the LHCb experiment. Given the ongoing analysis, these
expected upper limits are preliminary since not all systematic uncertainties of
the analysis are considered. In particular, this includes an uncertainty caused
by the inadequate decay model in simulation. On the other hand, given the few
candidates observed in the resonant channel, it is expected that the statistical
uncertainty, which is associated with the decay rates, will predominate in the
measurement’s uncertainty. If this is true, it can be assumed that the expected
upper limits calculated in this thesis are of the correct order of magnitude.
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Figure 10.1 – Result of the CL𝑠 scan performed to extract an expected upper limit on the
(a) 𝐵0𝑠→ 𝑝𝑝̄𝜇+𝜇− and (b) 𝐵0→ 𝑝𝑝̄𝜇+𝜇− branching fraction under the background-only
hypothesis from pseudo-experiments. Colour bands indicate the 1 σ and 2 σ regions
around the expected values. The 95% confidence level is marked as a dotted line.
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11 Conclusion
The Standard Model of particle physics is the most comprehensive and precise
theory of fundamental particles and their interactions. Nevertheless, despite its
great success, it leaves important questions unanswered that motivate the search
for new physics contributions in indirect measurements.

This thesis presents two measurements probing the Standard Model with
decay modes that include 𝑏 → 𝑠ℓ+ℓ− quark transitions. Both measurements
exploit large proton-proton collision samples recorded by the LHCb experiment
at centre-of-mass energies of 7, 8, and 13 TeV. The data size corresponds to an
integrated luminosity of 9 fb−1.

In the first measurement, the branching fractions of 𝐵0𝑠→ 𝜇+𝜇− and 𝐵0→ 𝜇+𝜇−
decays are determined, which have precise theoretical estimates and can be
accessed due to LHCb’s optimised detector design. The branching fractions are
measured to be

ℬ (𝐵0𝑠→ 𝜇+𝜇−) = �3.09+0.46−0.44(stat.)+0.14−0.10(syst.)� × 10−9 (11.1)

ℬ (𝐵0→ 𝜇+𝜇−) = �1.20+0.83−0.74(stat.)+0.14−0.15(syst.)� × 10−10 . (11.2)

The 𝐵0 mode is detected with a significance of 1.7 σ above the background-only
hypothesis. Because the decay is not observed, an upper limit on the branching
fraction is determined to be

ℬ (𝐵0→ 𝜇+𝜇−) < 2.6 × 10−10 at 95% CL . (11.3)

An upper limit on the ratio of the 𝐵0𝑠 and 𝐵0 modes is evaluated to be

ℛ𝜇+𝜇− < 0.095 at 95% CL . (11.4)

The results are presented in two journal articles [16, 17] and have been the
most precise single-experiment measurements of these modes by the time of
publication.

The second measurement presented in this thesis is a first search for the
semi-baryonic 𝐵0𝑠 → 𝑝𝑝̄𝜇+𝜇− and 𝐵0 → 𝑝𝑝̄𝜇+𝜇− decays. In addition to study-
ing 𝑏 → 𝑠ℓ+ℓ− transitions, they give access to possible new mechanisms con-
tributing to the diproton spectrum near its production threshold as indicated
by other LHCb analyses. The measurement is in an advanced state. The signal
selection has been developed and optimised based on two multivariate classi-
fiers. Simulated samples used to model the signal distributions and estimate
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11 Conclusion

the selection efficiencies were calibrated with respect to their trigger and PID
responses, and also the distributions of the 𝐵 kinematics and event multiplicity
were corrected. A calibration of the underlying decay model is still under de-
velopment. Also, studies on the systematic uncertainties for the measurement
are pending. Under these conditions, expected upper limits on the branching
fractions are derived from fits to the background in the signal channel to be

ℬ (𝐵0𝑠→ 𝑝𝑝̄𝜇+𝜇−) < 4.3 × 10−9 at 95% CL (11.5)
ℬ (𝐵0→ 𝑝𝑝̄𝜇+𝜇−) < 1.4 × 10−9 at 95% CL . (11.6)

The sensitivities of both measurements presented in this thesis are currently
limited by the available size of the data samples, leaving room for new physics
contributions such as scalar and pseudo-scalar particles in 𝑏→ 𝑠ℓ+ℓ− transitions.

In 2022, the LHCb experiment resumed data-taking with an upgraded de-
tector in Run 3 of the LHC. Equipped with a new tracking system based on
scintillating fibers, a new VELO detector, and a completely redesigned trig-
ger system, this Upgrade I detector and the foreseen Upgrade II detector aim
to collect a data sample with a size corresponding to 300 fb−1. With such a
large data sample, it will be possible to significantly reduce the uncertainties on
the 𝐵0𝑠→ 𝜇+𝜇− decay close to the precision of the current theoretical predictions
and observe the 𝐵0→ 𝜇+𝜇− decay for the first time. In case they are not already
discovered in the currently ongoing measurement, it is also expected to observe
the 𝐵0𝑠 → 𝑝𝑝̄𝜇+𝜇− and 𝐵0 → 𝑝𝑝̄𝜇+𝜇− decays in this data. These prospects for
both measurements promise more insights and a deeper understanding of the
possible influences of new physics on rare processes in the Standard Model.
While the 𝑏→ 𝑠ℓ+ℓ− anomalies seen in the current data are still puzzling, it can
be expected to solve the issue with the data recorded at the LHC in Run 3 and
beyond. Both, the measurement of 𝐵0(𝑠)→ 𝜇+𝜇− and 𝐵0(𝑠)→ 𝑝𝑝̄𝜇+𝜇− decays, will
be important parts to solve this puzzle.
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